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A. Haji-Sheikh 
Mechanical Engineering Department, 

University of Texas at Arlington, 
Arlington, TX 76019 

Heat Diffusion in Heterogeneous 
Bodies Using Heat-Flux-
Conserving Basis Functions 
The generalized analytical derivation presented here enables one to obtain solutions 
to the diffusion equation in complex heterogeneous geometries. A new method of 
constructing basis functions is introduced that preserves the continuity of 
temperature and heat flux throughout the domain, specifically at the boundary of 
each inclusion. A set of basis functions produced in this manner can be used in con
junction with the Green's function derived through the Galerkin procedure to pro
duce a useful solution method. A simple geometry is selected for comparison with 
the finite difference method. Numerical results obtained by this method are in ex
cellent agreement with finite-difference data. 

Introduction 

A method of finding the temperature distribution in a 
heterogeneous solid using a new and useful set of basis func
tions is introduced. An extensive literature search did not 
reveal any analytical method capable of producing a closed-
form temperature solution for a heterogeneous solid with 
nonorthogonal boundaries, particularly for three-dimensional 
bodies, that is mathematically valid at every point. Many solu
tions cited in the literature are for bodies with boundaries or
thogonal to coordinate axes, e.g., Chang and Poon (1979), 
Chester et al. (1984), Clever and Wassel (1985), Horvay et al. 
(1973), Salt (1983), and Schachinger et al. (1980). Others con
sider properties to be uniform, utilizing various averaging 
schemes, e.g., Baker-Jarvis and Inguva (1983), Campo (1982), 
and Maewal et al. (1976). The existing analytical solutions in 
multilayered bodies are cumbersome, even for simple 
geometries, and the method of finding the eigenvalues requires 
numerical computations. Also, the difference methods cannot 
always deal effectively with conduction in heterogeneous 
solids when geometries are three dimensional and the number 
of inclusions is large. The finite-element and boundary-
element methods are useful for the study of conduction in 
two-dimensional bodies. However, in three-dimensional 
bodies the number of elements can become too large for the 
available computational facility. 

When the thermal conductivity is discontinuous, e.g., 
across the phase boundary, the temperature gradient must also 
be discontinuous. The basis functions introduced here are per
mitted to have discontinuous gradients across the boundary of 
each inclusion so that the heat flux is conserved while the 
temperature field always remains a continuous function of 
position. These new basis functions will be called 
Heat-Flux-Conserving basis functions and, for the sake of 
brevity, will be designated "HFC basis functions" throughout 
this paper. A solution method that is a linear combination of 
these basis functions will also satisfy the continuity of the 
temperature and heat flux across the phase boundary of inclu
sions. The properties of the HFC basis functions enhance the 
capability of handling diffusion equations that, to date, resist 
closed-form solutions or accurate numerical predictions. The 
HFC basis functions can be extended to a variety of problems 
that are governed by parabolic and elliptic partial differential 
equations in other engineering fields such as bioengineering, 
solid mechanics, field theory, etc. The solution method for
mulated in this paper is based on the Green's function; hence, 

it can accommodate linear boundary conditions. The 
numerical solutions to many partial differential equations 
with nonlinear boundary conditions can be obtained using the 
Green's function and solving an integral equation. A 
numerical procedure for accommodating nonlinear boundary 
conditions is reported in Villasenor and Squire (1986). 

Analysis 

The auxiliary equation that defines the Green's function is 

V•[£(!•)VG(r, / l r ' ,T)] + C( r )6 ( r - r ' ) 5a -T) 

= C(r)dG(r, t\r',T)/dt (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 3, 
1987. Keywords: Conduction, Transient and Unsteady Heat Transfer. 

where C(r) = p(x)C„ (r), and the properties p(r), Cp (r), and k(r) 
are position-dependent density, specific heat, and thermal 
conductivity. The function G(t, f i r ' , T) is the Green's func
tion (Ozisik, 1980) indicating the temperature effect at point r 
at time t if there is an impulsive point heat source of strength 
unity located at point r ' and released at time T. Equation (1) 
indicates that the Green's function is symmetric with respect 
to r and r ' when C(r) is a constant. Also, the Green's function 
remains the same if t is replaced by - T and T is replaced by 
- t..lt can be demonstrated that the symmetry of the Green's 
function with respect to r and r ' holds if a weighting function 
is included. The weighting function can be defined later. The 
del operator in equation (1) uses the components of r (not r ' ) . 
A del operator V0 is defined that uses the components or r ' . 
If r is now replaced by r ' , r ' by r, t by - T, and T by - /, equa
tion (1) becomes 

V0-[A:(r)V0G(r', -t\r, -1)] + C(r ')5(r ' -r)8(r-t) 

= - C ( r ' ) d G ( r ' , - r l r , -t)/dr (2) 

The diffusion equation using r ' and r variables is 

V0>Mr)V0T(r',T)]+g(r',T) = C(r')dT(r',T)/dT (3) 

where g(r', T) is the contribution of a distributed volumetric 
heat source. In order to avoid lengthy mathematical relations, 
the function G(r', - T Ir, -1) will be designated as G. When 
equation (3) is multiplied by G and equation (2) is multiplied 
by T and the resulting equations subtracted from each other, 
the temperature solution is obtained following the integration 
over r ' space and over T 

p(r)C.(r)7Xr,/)= ( p(r ' )C„(r ')G \T=0T0(,r')dV 

276/Vol. 110, MAY 1988 Transactions of the ASME 
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+ r *i 
Jr=o J P 

g(T',T)GdV 

+ ( ervf k(S')[GdT/dn-TdG/dn]s,dS' 
JT=O J S 

(4) 

The algebraic steps leading to this relation are identical to 
those described by Ozisik (1980), except for some modifica
tions to account for the effect of spatially variable properties. 
The operator d/dn designates differentiation along the outer 
normal to the external surface and T0(r') is the initial 
temperature distribution. 

The boundary conditions for G in equation (4) are 
homogeneous and of the same type as the boundary condi
tions for T. If the boundary conditions for T are also 
homogeneous, then the term in the square brackets in equa
tion (4) will vanish. An alternate temperature solution for con
duction in a heterogeneous solid, but with homogeneous 
boundary conditions, is (Haji-Sheikh and Mashena, 1987) 

- 7 „ < , 
N N 

T= E E \vPn>e '"'Fn(v)p{t')Cp(T')T0(r')fi(x')dV 
n = 1 / = 1 

N N 

+ • u s pnie'y"U~nF„(r)g(T', t'V,(r')dV'dt' (5) 
77 = 1 ; = i 

where r ' and V are dummy variables of integration. A com
parison between equations (4) and (5) after / ' is replaced by r 
reveals the Green's function 

G = G( r ' , - r l r , - 0 

N N 

= E PftCp (r)F« (r) E exP t " T„ (t - r)]pnj fj(r') 
» = i 

N N N 

y = i 

= E E E ^ ^ e x P [ - T « ( ^ - T ) ] p ( r ) C / ) ( r ) / , . ( r ) / , . ( r ' ) 
„ = 1 y = l /=1 

(6) 

F„(r)=^dnLfi(t) (7) 

in which dnj is the eigenvector corresponding to the eigenvalue 
y„ and/,(r) is the basis function whose functional value will be 
defined later. It should be noted that the Green's function G in 
equations (4) and (6) is G( r ' , - r l r , -t) = G(r', tlr, r). 
Equation (6) shows that the Green's function is not symmetric 
in r and r ' . The value of the Green's function G(r, tW ,r) can 
be obtained by interchanging the variables r and r ' in equation 
(6). An alternate but more elegant procedure is to replace the 
dummy variable r ' in equation (5) with a new dummy variable 
£ and then substituting r 0 = 0 and g(£, t') = p(£)Cp 

(£)<5(£-r')5(/" — T) in the resulting equation. After perform
ing the integration over £ and t' the Green's function becomes 

N N N 

G(T,t\t',T)= £ £ TldniPn 

while 

« = i j=\ ; = i 

exp [ -7„ ( ; -T )MOC p ( r ' ) / , ( r ) / } ( r ' ) (8) 

Therefore, when the properties are position dependent, the 
following relation holds: 

G(r,t\r',T)/p(r')Cp(r') = G(r', - r l r , -t)/p(r)Cp(r) (9) 

It should be emphasized that the Green's function appearing 
in the working equation (4) is provided by equation (6). When 
the surface temperature is prescribed (boundary conditions of 
the first kind) the function G vanishes on the external surface. 
The only term remaining inside the square bracket in equation 
(4) is - TdG/dn. The derivative dG/dn using equation (6) re
quires the calculation of dfj(r')/dn evaluated on the external 
surface. The function / ((r) in equation (6) remains unaffected 
by differentiation and will unconditionally vanish on the ex
ternal surface. Therefore, when./}(r) is evaluated on S, the 
term inside the square bracket in equation (4) appears to 
become unconditionally zero and as a result equation (4) yields 
a surface temperature of zero although the actual surface 
temperature is nonzero. This apparent inconsistency is caused 

a 
au 

A 
b 

h 
B 

CP 
dnj 

d„ 
D 

fj 
hi 

Jj,m 

r 
Fn 

g 

= geometric dimension 
= element of matrix A, equa

tion (11) 
= matrix 
= geometric dimension 
= element of matrix B, equa

tion (12) 
= matrix 
= specific heat 
= coefficients, equation (7) 
= eigenvector containing dnJ 

= matrix whose nth row is 
the vector d„ 

= basis functions 
= basis function fj in rth 

domain 
= basis function fj in main 

domain 
= function defined in equa

tion (A2) 
= eigenfunction 
= heat generation per unit 

time and per unit volume 

G --

H --

ij = 
k --

Km -

k, --

n -
M --
N --

Pnl = 
P = 

r -
r = 

r ' = 

S = 
t = 

= Green's function = G(r' , 
t lr, r) 

= function in equation (14) 
defined in equation (14a) 

= indices 
= thermal conductivity 
= thermal conductivity of 

main domain 
= thermal conductivity of in

clusion i 
= index 
= number of surfaces 
= number of eigenvalues 
= element of matrix P 
= inverse matrix of the 

transpose of (B»D) 
= radial coordinate 
= position vector 
= position vector, dummy 

variable 
= surface 
= time 

T 
T0 

Ts 

T* 

V 
x, y , z 

a 

<*m 

«/ 

In 
8 
e 

e 
£ 

p 
T 

4> 

= temperature 
= initial temperature 

distribution 
= surface temperature 
= auxiliary solution, equa

tion (Al) 
= volume 
= coordinates 
= thermal diffusivity 
= thermal diffusivity of main 

domain 
= thermal diffusivity of in

clusion ; 
= eigenvalues 
= delta function 
= criterion 
= (T-T0)/{T,-T0) 
= position vector, dummy 

variable 
= density 
= time, dummy variable 
= boundary function 
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(' = 2 ) 

b 

(O) 

o^O 
-b 

Fig. 1 Schematic of a main region with inclusions for equations (13) 
and (14) 

by a removable singularity. The procedure for the removal of 
this singularity is discussed in the Appendix. 

The numerical values of 7,, and dni are obtained from the 
relation 

(A + 7 „B) .d„=0 (10) 

in which A and B are matrices of size NxN with elements 

a^^fV-ikVf^dV (11) 

bij=^ypCpf/JdV (12) 

where /= 1, 2, 3, . . . and j= 1, 2, 3, . . . . The solution of 
equation (10) using equations (11) and (12) results in the values 
of the eigenvalues and eigenvectors. The eigenvector d„ has 
the elements dni, d„2, . . . , dnN corresponding to the eigen
value 7„. The eigenvectors are needed to solve for the 
temperature distribution using equations (4) and (6) or equa
tion (5). The matrix P with elements pnj in equations (5), (6), 
and (8) is obtained using the relation P = [(B.D)']~' (Haji-
Sheikh, 1986; Haji-Sheikh and Mashena, 1987). 

Heat-Flux-Conserving Basis Functions. As stated earlier, 
the unique feature of this solution method is the use of a new 
set of linearly independent, discrete basis functions, which 
satisfy all homogeneous boundary conditions at the external 
boundaries. These basis functions also satisfy the continuity 
of temperature and heat flux at any point where the thermal 
conductivity is not a continuous function of position. Hence, 
a new capability is realized for finding the local temperature 
values in heterogeneous solids with inclusions, as shown in 
Fig. 1. 

In this presentation, the subscript i identifies the material 
subdomain enclosed in the main region, m denotes the main 
domain, and/},„ designates the basis function in the absence 
of any inclusion. The HFC basis function fj for„/= 1,2, . . . is 
given by the equation 

fj=fj,m> in the main domain (13) 

and 

fj=fj,m+(l>iH> in the/th inclusion (14) 

The condition km(dfj/dri)m=ki{dfj/dn)i when </>,•= 0 at the 
boundary of inclusion ;' requires 

^ = [ ( V / ; , m . V 0 , . ) l ^ = o] 

( * „ / * , - l ) / [ ( V « , . V * ( ) l + i . 0 ] (14«) 
Any linear combination of the f function satisfies the con
tinuity of the temperature and heat flux everywhere on the 
bondaries of inclusions i=\, 2, etc., see Fig. 1; that is, 

278/Vol. 110, MAY 1988 

Fig. 2 Schematic of a multilayer region for equations (15) and (16) 

km(dT/dn)m=k,(dT/dn)j and {T)m = (T)i on the boundary 
of inclusion /. If the main domain is regular, the basis func
tions fj ,„ can be selected in the usual manner (Kantorovich 
and Krylov, 1960). For instance, using the region depicted in 
Fig. 1, the function fJm = (a 2 -x 2 ) (b 2 - y^x^y" vanishes on 
the outer contour; hence, it satisfies homogeneous boundary 
conditions of the first kind. The exponents n and v are integers 
selected so that/} „, is a member of a complete set. An ordered 
set approximating a function is complete if the least square of 
errors vanishes when the number of members of the set goes to 
infinity. Procedures for satisfying homogeneous boundary 
conditions of the second kind (prescribed heat flux) and third 
kind (convective surface) are reported by Haji-Sheikh and 
Lakshminarayanan (1987). 

Equation (14) is derived for any inclusion whose boundary 
consists of a single curve, e.g., planes, cylinders, spheres, 
spheroids, etc. Modifications are possible for the case when 
the contour of the inclusion consists of sectionally smooth 
curves, e.g., hemispheres, rectangles, etc. As an illustration, 
the function <£,• for the circular inclusion / can be obtained 
from the relation 0,- = R2 -(x-Xj)1 -iy-y,)2 wherex, andy, 
are the coordinates of the center of inclusion / and Rj is the 
radius of that inclusion. This relation satisfies the condition 
that </>, must vanish on the contour of inclusion /. If the con
tour of the inclusion is sectionally continuous, the Galerkin 
procedure may be utilized (Kantorovich and Krylov, 1960) to 
construct a new </>,-. Moreover, in equation (14), it is assumed 
that there is a perfect contact between the main domain and 
the inclusions. There are two simple procedures to handle the 
effect of contact conductance at the boundary of an inclusion. 
One scheme is to modify equation (14) to account for this ef
fect. The second procedure is to consider a thin low-
conductivity layer located along the phase boundary of the in
clusion. Generally, when an inclusion is located inside another 
inclusion, as shown in Fig. 2, or when there are multilayers in 
a region, equations (13) and (14) can be rewritten as 

fj=fj,<y> m the main domain (15) 

and 

/y= /y , / - .+^ t (V/ y , , _ 1 .V0 , ) l 0 . = o] 

(£i„i/£,--l)/[(V(/>1''V0,-)lt)>.=o]; in the/th layer (16) 

Here,/),,, is replaced b y / } 0 and subscripts /= 1, 2, . . . stand 
for numbers assigned to inclusions in Fig. 2. Equations (15) 
and (16) satisfy the conservation of heat flux and continuity of 
temperature between layer / — 1 and /. 

Numerical Example. The numerical example selected for 
testing the HFC basis functions concerns temperature 
distribution in concentric cylinders, shown in Fig. 3. This sim
ple geometry is selected because it permits an exact analytic or 
a finite difference solution and facilitates a comparison of the 
accuracy of the results obtained with the analytical method us
ing HFC basis functions. It is assumed that the domain under 
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i r = 2 

Fig. 3 Concentric cylinders used in the numerical example 

consideration consists of two layers. The radius of the outer 
cylinder is Rm. Both cylinders are intially at a constant 
temperature T0 and the surface temperature at r = Rm and / > 0 
is increased to a constant temperature 7^. Because the surface 
temperature is prescribed, the boundary condition is of the 
first kind. Assuming the region is isotropic, the basis functions 
that satisfy the homogeneous boundary conditions of the first 
kind are selected as fJm = (Rm

2-r2)r2{j~l). Other complete 
sets of basis functions that satisfy the homogeneous boundary 
conditions of the first kind can be used. In general, a set of 
sine and cosine, Bessel functions, Chebyshev polynomials, 
etc., may yield more accurate results, but the analytical in
tegrations can become cumbersome. The polynomials that use 
the Taylor series are usually employed to avoid numerical in
tegrations. The symbolic manipulator, MACSYMA (Sym
bolics, 1985), is used to perform differentiations and integra
tions. Equation (13) provides the basis function fj when 
Rl <r<Rm and equation (14) yields the function fj in the sub-
region whose radius is /? , . Without loss of generality, the 
radius Rl is set equal to unity; hence r and R,„ (here, Rm =2) 
may be interpreted as dimensionless. The final form of the 
HFC basis functions used in this example is 

fj=(Rm
1-r2)r1{J~l)\ in the outer layer (main domain) (17) 

fj= (Rm
2-r2)r2^) + (\ -r2)[2j-2(j- l)/?ffl*](*„/*, - l)/2; 

in the inner layer (18) 
It is further assumed that there is no volumetric heat source 
and the temperature Ts at r = Rm is constant. Since both the 
initial temperature and the surface temperature are constants, 
equation (4) or a more convenient form equation (A7) in the 
Appendix, after replaceing dV by 2-irr', results in 

N N 

6 = (T~T0)/(Ts-T0)=\-^llF„(r)exp(-y!,t)]J2Pnj 
j=i 

p(r')Cp{r')f,(r')2irr'dr' (19) 

The dimensionless {T-Ta)/(TS-T0) instead of (J-Ts)/ 
(T0- Ts), in equation (A7), is used mainly to amplify the er
ror when time t is small, and to demonstrate the limitation of 
this procedure as well as its advantages. 

The dimensionless temperature data at r = 0 and 1 are 
presented in Figs. 4 and 5. The point r = 0 is the central loca
tion and r=\ corresponds to a point located at the boundary 
of the inclusion. The abscissas in Figs. 4 and 5, (axt/R

2), 
represent the dimensionless time and the ordinates are the 
dimensionless temperature appearing on the left-hand side of 
equation (19). These figures show that the thermal conductivi
ty ratio has a strong influence on the temperature field within 

DIMENSIONLESS TIME, (a 1 t /R 1
2 ) 

Fig. 4 Dimensionless transient temperature at r = 0 for different ther
mal conductivity ratios, {fiCp)-tHpCp)m = 1 
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Fig. 5 Dimensionless transient temperature at r = 1 for different ther
mal conductivity ratios, {pCp)^HpCp)m = 1 

the inclusion and affects the temperature of the main domain 
to a lesser extent. As an alternate method of solution and for 
the purpose of comparison, results using a finite difference 
scheme were obtained. Although the exact solution is available 
in Schachinger et al. (1980), the finite-difference (FD) method 
is used for reasons other than the simplicity of the computa
tional procedure. For this method to be efficient, it must pro
vide better accuracy than one expects from the numerical solu
tions at a fraction of the computation cost. The spatial step 
size using an explicit FD solution was Ar/Rx =0.05. The step 
size in time varies with a, using a criterion At = 0.2Ar2/(ct)mix, 
where amax represents the larger of ax and am. Because it is 
difficult to show graphically the difference between the two 
solutions in Fig. 4, the temperature solutions for a large range 
of thermal conductivity ratios using the HFC basis functions 
and FD are provided in Tables 1 and 2. The representative 
data are for temperature values at the points r = 0, 1, and 1.5. 
In Table 1, the ratio (pCp)l/(pCp)m has a unit value while the 
thermal conductivity ratio changes between 0.1 to 10. The dif
ference between the two solutions is usually small and often 
negligible. The largest deviation in Table 1 is 0.0033, which 
appears at a small time, but the agreement improves very 
rapidly. In general, all entries in Table 1 agree to four digits, 
except at small time and when r = 0 and kx/km<\. The 
temperature solution using the HFC basis functions is ex
cellent when the dimensionless temperature is larger than 0.1 
even when a small number of basis functions is used. The 
small-time behavior is similar to that of the exact series solu-

Journal of Heat Transfer MAY 1988, Vol. 110/279 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Temperature calculation using finite difference and HFC basis 
functions when (pCp)-\ HpCp)m = 1 

a^t 

V km Rl2 

0.1 1 

1.5 
2 

2.5 
3 

0.2 0.5 
1 

1.5 
2 

2.5 

3 

0.5 0.5 
1 

1.5 

2 

1 0.25 

0.5 

1 
1.5 

2 

2 0.25 
0.5 

1 

1.5 

2 

5 0.25 

0.5 

1 

1.5 

2 

10 0.15 

0.25 
0.5 

1 

1.5 
2 

r 

FD 

0.0425 

0.1648 

0.3146 
0.4533 
0.5692 

0.0159 
0.1960 
0.4304 

0.6150 

0.7437 
0.8301 

0.1233 

0.4821 
0.7197 
0.8503 

0.0348 
0.2462 

0.6233 

0.8169 

0.9111 

0.0800 

0.3392 

0.6920 
0.8573 

0.9339 

0.1299 

0.4011 
0.7297 

0.8782 

0.9450 

0.0432 

0.1508 

0.4219 
0.7416 

0.8846 

0.9485 

- 0 

HFC 

0.0439 

0.1677 
0.3176 

0.4560 
0.5716 

0.0126 
0.1971 

0.4319 
0.6163 

0.7446 

0.8308 

0.1230 
0.4822 

0.7198 

0.8503 

0.0347 

0.2460 

0.6232 

0.8169 

0.9111 

0.0797 

0.3390 

0.6919 
0.8574 

0.9340 

0.1295 
0.4011 

0.7298 

0.8783 

0.9452 

0.0424 

0.1504 

0.4218 

0.7416 

0.8847 

0.9485 

r 

FD 

0.8150 

0.8902 

0.9244 
0.9441 

0.9574 

0.5573 
0.7834 

0.8725 

0.9191 

0.9472 
0.9652 

0.5068 

0.7530 

0.8696 
0.9306 

0.2288 

0.4754 
0.7472 

0.8773 

0.9405 

0.2062 

0.4572 

0.7484 
0.8835 
0.9461 

0.1873 

0.4474 

0.7508 

0.8877 
0.9494 

0.0660 

0.1803 

0.4448 
0.7519 

0.8892 

0.9506 

= 1 

HFC 

0.8150 

0.8903 

0.9245 
0.9442 

0.9574 

0.5570 
0.7833 

0.8725 
0.9190 

0.9472 

0.9652 

0.5066 
0.7528 

0.8695 

0.9306 

0.2285 

0.4752 

0.7471 
0.8773 

0.9404 

0.2059 
0.4570 

0.7484 

0.8835 

0.9461 

0.1870 

0.4474 

0.7509 
0.8878 

0.9495 

0.0653 

0.1800 

0.4447 

0.7519 

0.8893 

0.9506 

r 

FD 

0.9071 

0.9484 
0.9657 

0.9750 
0.9810 

0.7589 
0.8929 
0.9396 

0.9623 
0.9755 

0.9839 

0.7408 

0.8773 

0.9359 

0.9659 

0.5602 
0.7283 

0.8723 

0.9381 

0.9700 

0.6554 

0.7195 

0.8714 
0.9404 

0.9724 

0.5507 

0.7138 

0.8716 

0.9421 

0.9739 

0.4175 

0.5487 

0.7119 
0.8718 

0.9428 

0.9744 

= 1.5 

HFC 

0.9073 

0.9485 

0.9656 
0.9750 

0.9810 

0.7589 
0.8930 

0.9396 
0.9622 

0.9765 

0.9839 

0.7407 
0.8773 

0.9359 

0.9659 

0.5599 

0.7282 

0.8723 
0.9381 

0.9700 

0.5553 

0.7194 
0.8713 

0.9404 

0.9724 

0.5507 

0.7137 
0.8716 

0.9422 

0.9739 

0.4175 

0.5487 

0.7119 
0.8718 

0.9428 

0.9745 

Table 2 Temperature calculation using finite difference and HFC basis 
functions when {pCp)-il{pCp)m = 2 

a. t 

V km Rl2 

2 0.25 

0.50 
0.75 

1 
1.25 

1.5 

1.75 

2 

r 

FD 

0.0231 
0.1765 

0.3441 
0.4827 

0.5927 

0.6794 

0.7477 

0.8014 

= 0 

HFC 

0.0235 

0.1759 
0.3436 

0.4823 

0.5924 

0.6792 

0.7475 

0.8012 

r 

FD 

0.1613 

0.3505 

0.4904 
0.5991 

0.6845 

0.7517 

0.8045 
0.8462 

= 1 

HFC 

0.1612 

0.3505 

0.4904 

0.5991 
0.6845 

0.7517 

0.8045 

0.8462 

r 

FD 

0.5481 

0.6873 

0.7592 
0.8111 

0.8514 

0.8830 

0.9080 

0.9276 

= 1.5 

HFC 

0.5476 

0.6870 

0.7589 

0.8109 
0.8513 

0.8830 

0.9079 
0.9275 

tion (large-time solution); hence, its usage for calculating 
small-time temperatures is inappropriate. For instance, when 
kl/km=0.2, c«i ( /« i= 0 - 5 . and JV= 10, Table 1, the HFC 
method yields a dimensionless temperature value of 0.0126; 
however, 7V= 12 results in a more accurate value of 0.0152. 
Table 2 contains a similar comparison but the (pCp)l/(pCp)m 

ratio is selected equal to 2. Generally, when the dimensionless 
temperature values are larger than 0.1, the FD solutions with 
the spatial step size Ar/Rt =0.05 also yield nearly four ac
curate digits. The small step size makes the computation of a 
FD solution time consuming. In contrast, the analytical solu
tion required 3 s of processing time, when N= 10, on a per
sonal computer with an INTEL 80286-10 processor. The 
number of nodes in FD increases significantly for three-

dimensional geometry, resulting in a significant increase in 
computation time. However, the computation time for the 
analytical solution depends on the number of basis functions 
and it is independent of the geometric dimensions. Cognizance 
should be taken of the fact when N=ll, the degree of 
polynomials in this example is 20 whereas, for a three-
dimensional body in the absence of symmetry, the degree of 
polynomials is only 3. 

The testing of the convergence, as the number of eigen
values N increases, reveals that an accurate solution needs 
four or five eigenvalues. The accuracy slightly increased for 
7V= 10, which is the number of eigenvalues used to produce 
appropriate entries in Tables 1 and 2. When N, for 
kx/km =0.2, was increased to above 14, the matrix operations 
failed to provide the eigenvalues because of the finiteness of 
the machine's word length. The polynomial-based basis func
tions become difficult to accommodate when the degree of 
polynomials is large. The limitation observed in this example 
is not important for practical applications because the degrees 
of polynomials are usually small. Purely for theoretical 
reasons, the appropriate step to circumvent this difficulty is to 
use another set of basis functions, e.g., sine and cosine, 
Chebyshev polynomials, etc. However, acceptable solutions 
for many applications can be obtained using a small number 
of basis functions. This can be demonstrated by selecting 
kx/km=2 and (pCp)x/(pCp)m = \ and comparing the results 
with those in Table 1. When N = 2, manual computation of a,-, 
and bjj can be carried out easily from equations (11) and (12). 
Following the evaluation of ay and by equation (10) becomes 

15.5 22.333 

22.333 84. 

9.7917 11.354 

11.354 17.817 
+ 7 Y =0 

(20) 

The eigenvalues of this matrix equation, 7, = 1.5407 and 
y2 = 11.449, may be obtained by solving a quadratic equation. 
For any eigenvalue, one of the d's can be arbitrarily selected, 
e.g., d, = 1, and the other d calculated. Once the d's are com
puted, the eigenfunction is obtained using equation (7) as 

F, ( /•)=/ ,-0.085593/2 (21a) 

F 2 ( r ) = / , - 0 . 8 9 7 3 1 / 2 (216) 

The temperature solution, equation (19), reduces to 

6= 1 -0.4258F, (T-)exp(- 1.5407a, t/Rx
2) 

+ 0.3018F2(/-)exp(-11.449a,M?,2) (22) 

Similarly, a one-term solution yields y,= 
and the temperature solution becomes 

0=l-O.3957/,exp(-

= 15.5/9.7917=1.583 

(23) 

The numerical values of/, and/ 2 in equations (21a), (21b), 
and (23) are obtained from equation (18) when r< 1, otherwise 
equation (17) must be used. The worst agreement between a 
two-term solution and Table 1 is observed when r = 0. This is 
consistent with the behavior of the Galerkin solutions, which 
yield their maximum accuracy near the external surface. Equa
tion (22), when r = 0 and 7V=2, yields dimensionless 
temperatures of 0.0558, 0.6886, and 0.9333 for a,t/Rf = 0.25, 
1, and 2. The corresponding values from Table 1 are 0.0797, 
0.6919, and 0.9340. Also, a one-term solution using equation 
(23) results in the respective dimensionless temperatures of 
0.0677, 0.7155, and 0.9416. The corresponding 
errors for a one-term solution are 15, 3.4 and 0.8 percent. 
When N= 2 these errors become 30, 0.48, and 0.07 percent, in-
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Fig. 7 Percent temperature deviation as a function of dimensionless 
time at r/R-j = 0 and r/Rf = 1 when (t1 /km = 0.2 and (pCp)f HpCp)m = 1 

dicating a significant improvement in the large-time solution. 
The small-time results imply that more than two eigenvalues 
are needed when the dimensionless temperature is less than 
0.1. Also, the percentage error is not a satisfactory means of 
presenting the errors. For instance, had the dimensionless 
temperature 6 been written as (T— TS)/(T0 - Ts), the 15 and 30 
percent errors would have been reduced to 1.4 and 2.6 percent. 
Usually, a single-term solution provides a relatively accurate 
answer for some applications. Indeed the error is quite small, 
even for a single-term solution, when ki/k,„>l. This is il
lustrated in Fig. 6 where the temperature deviation, 
(d-dr)/dr, for various 1, 2, 5, and 10 eigenfunctions is plotted 
as a function of dimensionless time. The dimensionless 
reference temperature dr for computing the deviation is a 
twelve-term solution for 6. The solid lines correspond to the 
temperature at r/Rx = 0 and the dash lines are for r/Rx = 1. 
The temperature deviation for most of the large-time-solution 
range is below 4 percent and rapidly drops to below 1 percent. 
Except for a very small time, the temperature deviation of a 
five-term solution is far below 1 percent. The fast convergence 
to the correct temperature solution, when kx/km>1, is par
ticularly interesting because the k1/km ratio in many candidate 
materials such as graphite-reinforced composites and solder 
balls in substrates of microelectronic chips is also larger than 
1. Figure 7 is prepared to show that, when kx /k,„ < 1, the 
deviation of the temperature at r- 0 is much larger than those 
reported in Fig. 6. However, the dash lines corresponding to 
r/Rt = l indicate reasonable accuracy when TV =2 or more. 
When kl/km < 1, even the finite difference method required a 
much finer step size for an acceptable solution. Apparently, 
whenever the temperature gradient in the neighborhood of a 
point is rapidly changing direction, more eigenfunctions must 
be used to obtain an accurate solution at that point. In addi
tion, when there is no other solution, the convergence shown 
in Figs. 6 and 7 becomes particularly important since it pro
vides an indication of the accuracy of the solution. 

A one-, two-, and even a three-term solution for this 
problem can be carried out without the use of a computer. In 
fact, the differentiations and integrations leading to the com
putation of atj and b^ can be carried out manually with ease. 
The symbolic manipulator MACSYMA was used to expedite 
the calculations and to reduce the chance of mathematical er
rors. In more complex geometries, the numerical computation 
of a-,j and by is necessary. In this case, if possible, the use of a 

large number of basis functions (large N) should be avoided 
because the number of multi-integrals will become large. In 
addition, when Nis large, the numerical integrations must be 
carried out to a high degree of accuracy. 

Several conclusions can be drawn from this example: (1) 
Numerical data with equal or better accuracy can be obtained 
using the HFC basis functions at a fraction of the computa
tion costs of a comparable numerical solution. (2) The ac
curacy of a large-time solution is generally excellent; however, 
at small time, the magnitude of the error increases, especially 
when the temperature gradient changes direction. (3) A small 
number of basis functions is adequate for many applications. 

Comments 

Heterogeneous solids are encountered in microelectronic 
technology, bioengineering, composite materials, and many 
other engineering applications. A new procedure for solving 
numerous conduction problems in heterogeneous regions is in
troduced. This is a flexible procedure that can be used for 
single or multiple inclusions when dealing with various bound
ary conditions and that can accommodate a distributed 
volume heat source. Equation (14) represents a new analytical 
finding and its full implication is yet to be determined. Among 
the features that need further investigation are the perfor
mance study when the subregions are numerous, e.g., in com
posite materials, and the ability to deal with discrete 
volumetric heat sources of infinitesimal size, e.g., in 
microelectronic devices. Prior experience with this solution 
method suggests that, for the two applications just mentioned, 
the utilization of a large number of basis functions may be 
necessary. However, as demonstrated earlier, only a small 
number of basis functions is needed for many applications. 
Whenever there is a need for numerous eigenvalues, the basis 
functions with polynomial form should be replaced by other 
basis functions that more rigorously satisfy the linear in
dependency condition, e.g., Chebyshev polynomials. The only 
advantage of polynomial basis functions is the simplicity of 
carrying out differentiation and integration. 
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A P P E N D I X 

Comments on the Green's Function Solution 

When temperature is prescribed on the external surface, 
there is a singularity associated with using equation (4). It is a 
simple task to remove this singularity analytically. The pro
cedure to remove the singularity begins by designating the sur
face temperature in equation (4) as ^(r^', r) where r,' is the 
position vector r ' defined at the external surface. Also, the 
functions T*(r', r) &ndf*(r', T) are defined so that 

r * ( r ' ) r ) = r s ( r ; , r ) l r , = r , (Al) 

and 

V 0 . [ * V 0 r ( r ' , r ) ] = / ' ( r ' , r ) (A2) 

When equation (A2) is multiplied by G and equation (2) 

multiplied by T* = T*(r', T), then, after subtracting the former 
from the latter, the following relation is obtained: 

r v 0 - ( f c V 0 G ) - G V f l . « : V o n 

r*C(r')5(r' -t)b{T-t) = Gr -C(r')dG/dr (A3) 

The integration of equation (A3) in r should be carried out 
between the limits 0 and t* = t + e, where e is a small number. 
Additionally, subsequent to integration r ' over the entire 
volume, application of the Green's theorem, and some 
algebraic reduction of terms, the result is 

- ( _ dr\ kTsdG/dn ls. 

dS' = C(t)T* +[ C(r)\[ T*(dG/dr)d7 
JV L J T = O 

+ [ dr\ GfdV 

dV 

(A4) 

Integrating by parts and then letting e go to zero, the term in 
the square bracket in equation (A4) becomes 

lim ( T*(dG/dT)dT=lim\GT* 
e-0 J r = 0 L T = 0 

- [ G(dT*/dT)dT] = - G I T*(T, 0) 
JT = 0 J lr = 0 

- [ G(dT*/dT)dr\ (A5) 

The substitution of equation (A5) in equation (A4) followed 
by the substitution of the resulting equation in equation (4) 
and some minor algebraic simplifications will produce the 
relation 

C(r)r(r ,0 = C ( r ) r * ( r , 0 + ( dr\ G[g(r',T) 
JT = 0 JV 

-C(r')dT*(r',T)/dT]dV'+ [ C(r')G \ [T0(r') 
JV IT = 0 

- T*(r', 0)]dV +[ dr[ GfdV (A6) 
JT=O JV 

The value of the function G = G ( r ' , - r l r , —t) = G(t',t\t,T) 
is given by equation (6). If the T*(r, t) is the quasi-steady solu
tion, then /* = 0. When both Ts and T0 are constants and 
g = 0, equation (4) reduces to 

C(r)[-nt,T)-Tt 

Tn-T, 
] = J[/C(r')GlT=0rfF' (A7) 

Equation (A7) was used in the numerical example in the main 
text; see equation (19). Also, equation (A6) suggests various 
other approximations when the surface temperature has 
spatial dependence and a quasi-steady solution cannot be pro
duced. The discussion of this and other implications are 
beyond the scope of this paper. 
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Steady-State Temperatures in an 
Infinite Medium Split by a Pair of 
Coplanar Cracks 
This article presents a study on the steady-state heat conduction in an infinite 
medium containing two coplanar cracks. Using an integral transform technique, 
formal temperature solutions have first been worked out for both the fundamental 
symmetric and antisymmetric cases. The explicit and exact expressions for 
temperatures are then developed via both the conventional inversion transform ap
proach and an analytical continuation method proposed in this paper. Numerical 
results prepared from analytic and numerical methods are presented in graphic form 
for temperatures on the horizontal crack plane and on a plane slant to the cracks. 
The relative merit of various possible solution methods is also discussed. 

Introduction 

Real materials necessarily contain various forms of im
perfections such as voids, inclusions, impurities, and so on. In 
many cases, the imperfections can be idealized as cracks, mak
ing the heat conduction in cracked solids a problem of 
engineering significance and the subject of much technical 
research. To determine the temperature in conductive media 
with cracks, it is usually necessary to follow two consecutive 
steps. In the first step we solve the heat conduction problem of 
the media in their pure form without any imperfections. To 
take the adiathermal condition, which really dominates on the 
crack surfaces, into consideration in the second step the 
problem prescribed by 

3T 
=M (i) 

on the crack surfaces is considered. f(s) is a given function ob
tained from the first step and can be of an arbitrary form. In 
the second step the original boundaries of the media under in
vestigation can frequently be regarded as receding to infinity 
owing to the small crack length and large boundary 
dimensions. 

From the preceding analysis it is seen that the heat conduc
tion problem of cracked media can never be solved completely 
unless the temperature has been determined over the entire 
medium and for any form of f(s)-& situation that has not 
been reached in previous references. 

In the present study we treat an infinite medium with two 
coplanar cracks whose surfaces are subject to two basic forms 
of the heat flow function f(s). Exact formulae for 
temperatures are obtained through the Mellin transform and 
integral equation techniques. To provide engineering design 
and practice with some useful information, a number of 
numerical results have been worked out using various analytic 
and numerical techniques. Additionally, it is found that the 
rather crucial procedure of inverse transform in obtaining the 
explicit temperature formulae can be bypassed by using a 
simpler and more direct approach of analytical continuation. 

Problem and Fundamental Results 

The subject under investigation in this study is an infinite 
medium containing a pair of symmetric coplanar cracks (see 
Fig. 1); the desired outcome consists of the temperature solu
tion to the following equation and conditions: 
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d2T 

1 ^ ~ 
dT 

~~dr~ 

1 d2T 

~?~ d62 (2) 

1 dT 

V dd 
--f(t) = £ ) Amtm, t = rew, 0 = 0, it, a<r<b (3) 

r-o, (4) 

where the arbitrary funct ion/(0 is expressed in terms of tm 

with sufficient generality. In view of symmetry or antisym
metry with respect to the x and y axes in geometry or 
temperature we can confine ourselves to finding a solution in 
the first quadrant region for the fundamental symmetric and 
antisymmetric cases of f{t) = 1 and/(7) = t, respectively. 

Fundamental Symmetric Case. In this subsection the 
temperature function T(r,0) is to be sought via equations (2), 
(3), and (4) w i t h / ( 0 = 1 and the additional boundary condi
tions of 

dT IT 

-o, o = - . 0<r<<» 

T=0, 6 = 0, 0<r<a, b<r<oo 

Using the Mellin transform of T{r,6) 

(5) 

(6) 

T= Tr*-ldr 

in a straightforward manner it is readily seen that the 
transformed solution t satisfying equations (2), (4), and (5) 
takes the form (Sneddon, 1951) 

T--
A(s) cos 5 ( i r /2-0) 

(7) 
5 cos (sir/2) 

where the unknown function A(s) should be determined from 
equations (3) and (6). For this purpose we assume 

Y 

(-6, o) (-a,o) iO.,0) (.b.o) 

Fig. 1 The infinite medium and the coplanar cracks 

Journal of Heat Transfer MAY 1988, Vol. 110/283 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



? = 0, T(r,0) = 

0, 0 < r < c 

p(t2)dt, a<r<b 

0 b<r<oo 

(8a) 

(8b) 

(8c) 

Directly from the above formulae and with 

0 = 0, t=*® 
s 

in mind the following formulae are obtained: 

( p(t2)dt = 0 

A(s) = - \ t*p(t2) dt 

(9) 

(10) 

Note that equation (9) is in fact a condition for the single-
valuedness of the temperature in a multiconnected geometry. 
The boundary condition on the crack surfaces (3) provides an 
inverse transform formula to determined (s) such that 

M~' [A (s) tan —-; r] = r, a<r<b (11) 

Applying the Faltung theorem for Mellin transform on A (s) 
tan S-K/2 in equation (11) together with 

M-[[A(s); r] = 

0, 

-tp(f), 

0 

0</ -<a 

a<r<b 

6 < r < o o , 

(12a) 

(12b) 

(12c) 

and 

T(r, 8) = 1 

7T J« L „ = * f , «/" J 
2 [• * r y i ' '"sin n8 

•1=1 ,3 ,5 , 

2 

n= 1,3,5, 

' » r 2 ^ , rsinnfl ' 

Af-'[tan-
57T 

-;r\ 

2r 

v(\~r2)' 

2r 

7 r ( r 2 - l ) ' 

r<\ 

/•>! 

(13a) 

(13*) 

the following integral equation for the unknown function p(t2) 
is reached: 

T J*2 f: 
P(t2) 

dt2 = \, a<r<b (14) 

Following Tricomi (1957), the above equation can be solved 
under the condition (9) in an ordinary manner and the final 
result is 

P(t2)-
t2 - 62E/F 

^(tf-t^JF^a2) 
(15) 

where E = E (£„), F = F (Ar0). 
Using the Faltung theorem on r a n d noticing 

M , , r c o S i ( T / 2 - ^ i 

L s cos (sir/2) ' J 

r"sin nd 

n 

• 1 + -

n= 1,3,5,... 

sin nd 

nr" 

r < l 

/•>! 

(16a) 

(166) 

the formal solution of the temperature T(r, 8) is then obtained 
as follows: 

nt" 

t"sm nd' 

dt, 0</-<« 

J« L x „ _ ^ nr» -T V ir J, L f r . 

/•"sin «0 

« = 1,3,5,... «?" 
p(t2)dt, a<r<b 

i ['~r S 
J o L T ,,= 1,3,5,... 

«r" 
p(t2) dt, b<r<oo 

(17«) 

(176) 

(17c) 

a 

6 

E(Ar0) 

E(4>,k0) 

F(*0) 

*W, *o) 

« Q 

* 1 

^ X 

= crack length parameter, 
Fig. 1 

= crack length parameter, 
Fig. 1 

= complete elliptic integral 
of the second kind 

= incomplete elliptic in
tegral of the second kind 

= complete elliptic integral 
of the first kind 

= incomplete elliptic in
tegral of the first kind 

= 4b2 -a27b 
= (l-kl/2)/4Y^k~l 
= coefficient of thermal 

ky 

m 
M"1 

n 
n 

P,,(ki) 

r 

conductivity in the x 
direction 

= coefficient of thermal 
conductivity in the y 
direction 

= positive integer 
= inversed Mellin 

transform operator 
= positive integer 
= coordinate normal to the 

crack surface 
= Legendre polynomial of 

order n 
= radial coordinate in 

polar coordinates 

Re = real part of a complex 
quantity 

^ = transform variable 
s = coordinate tangential to 

the crack surface 
t = r coordinate on the 

crack surface 
T = temperature 
T = transformed temperature 

x, y = rectangular coordinates 
z = x+iy = complex variable 

Z(<f>, k) = Jacobian zeta function 
8 = polar angle in polar 

coordinates 
</> = s i n - ' V ^ - r 2 ) / ^ * 2 ^ 2 ) 
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Fundamental Antisymmetric Case. This case distinguishes 
itself from the preceding one merely in the boundary condi
tions on the y axis and the crack surfaces, i.e., in the present 
case equations (3) and (5) should respectively be rewritten as 

1 dT 
- = t, t = re'\ = 0, a<r<b 

T=0, -, 0<r<oo 

(18) 

(19) 

Now the solution procedure can be carried out in a manner 
similar to that for the symmetric case. We first prepare the 
transformed temperature f, which satisfies equations (2), (4), 
and (19) such that 

Ax(s) sins(6-ir/2) 
T=- (20) 

s sin (STT/2) 

then express function Ax(s) in terms of function pt(t
2) in the 

following form 

A^s)=\at
s+iP^2)dt 

with 

= 0, T(r,0) = 

0<r<a 

tpx(t
2) dt, a<r<b 

(21) 

(22a) 

{22b) 

_L f"2^ 
IT L2 i 

Px(t2)dt2 

1, a<r<b (26) 

The above integral equation should be solved in association 
with the condition of 

\"P^2) dt2 = 0 

The final result is (Tricomi, 1957) 

t2-(a2 + b2)/2 
pm= -JW^t2) (t2 - a2) 

M 

Next we use 

, r sms(0-7r/2) 1 
f- 1 ; r 

L s sin (sir/2) J 

2 °° 

"" n = 2 ,4 ,6 , . . . 

26» 2 

IT It 

r"sin nd 
» 

n 

CO 

n = 2,4,6,... 

sin nd 

n r" 

r<\ 

r>\ 

(27) 

(28) 

(29a) 

(296) 

b<r<co (22c) a n d t n e F a l t u n 8 theorem to invert f in to T(r, 6). The outcome 
is presented below: 

T(r, 6) = < 

IT •><• L„ , . , nr J • n =2,4,6, 

fr „ J , 2» 2 A 
J« I IT IT „_,T, 

^"sin «0 

« / • " n = 2,4,6,... 

261 2 A ?"sin«6H 

2 fb 

dt + —\ tpx(t
2) 

IT Jr E 
n = 2,4,6,. 

tpt (t2) i ^ r - K ^ - ^ 
;j = 2,4,6,. 

r" sin H0 

«/" 
dt, a<r<b, 

(30a) 

(30b) 

(30c) 

From equation (18) the following equation to determine At present the formal solutions for two fundamental cases 
pt(t

2) is obtained of heat flow on the crack surfaces have been worked out. The 
r sir 1 formal solutions still remain to be integrated into explicit 

M~l L4,(5)cot —-; r = /"2, a<r<b (23) forms and this will be done in the following section. 

Using 

M-1 [A ,(s);r] = 

0, 

t2
Px(t

2), 

0, 

0<r<a 

a<r<b 

b<r<co 

and 

. . , [ sir "I 2rL 

and utilizing the Faltung theorem we obtain 

(24a) 

(246) 

(24c) 

(25) 

Inversion Procedure 

In this section two procedures are presented for obtaining 
the temperature solutions from the corresponding trans
formed ones. 

Inversion Transform Approach. This is the routine method 
in the integral transform technique. The inversion transform 
process is usually a rather crucial one, although we have 
presented the formal solutions (17a, b, c) and (30a, b, c) in 
the preceding section. Using the quadrature formulae con
tained in the Appendix, each term in equations (17a, b, c) and 
(30a, b, c) can be integrated into closed forms and therefore 

Journal of Heat Transfer MAY 1988, Vol. 110/285 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T(r,6) can be expressed explicitly. The final results are given 
below: 

forf(t) = t,0<r<a, 

/ o r / W = l , 0 < r < a , 

T(r>e) = D C „ — s i n « 0 

C„ 

1=1,3,5,. 

1 

i\-ki) 4 

-^TT—^„_, (*l) 

E 

(l-kl) 4 2 

withP_, (k,) = l. 

forf(t)^l,a<r<b, 

T(r,d) = ^F($,k0)-bE(4>,k0) 
F 

+ £ (G„/-«+//„r") sin nd 

n=l,3,5,... 

2/jn+1 E 
G ( / / ), „ = 1,3,5,... 

•K t 

/„=-

*s '.-('-f)(-f-*)-> 2<£ 

n - 2 

i-2 J L _ , 
0 sin2</>(l-A:§sin2</.) 2 , n = 4,6,8,... 

2« 

# , 
" 7T/> 

2 / E \ 

7TT" \Jn-l~~f~ J"+i)' " _ 1 > 3,5... 

Jo = 4>, 

1 

vr^e 
tan"1 {-Jl-kl tan </>) 

72-

n-
- 3 

-2 

«T0 

2-

1-

k0 

- k0 
J t\ — 1 

n-A 1 
n - 2 1-/V2, 

n=2,4,6,... 

/•" s in n0 
(40) 

(31) 4,= 

1 
1 
n-2 

Xi -*8) 4 
- 2 

2-/t§ 

2(1-kl) 
n _n_ 

4 2 

for f(t) =t,a<r<b, 

(*i) 

(41) 

(32) 7Tr,fl) = 
Arjj/j2 /20 

4 V l ) sin 2<t>+ YJ 

sin nd \~\ 

" ' n = 2,4,6,... 

« = 2,4,6,... 

r" sin nd 

n 

P„ = 
2b 

(33) 

(34) 

(35a) 

(356) 

TT Y" + 2 2 h ) 

7=1 {Jn-Qn~^b^ZTK3n-1 2^J") 

JorJ(t) = t, b < r < oo, 

oo 

T(r,d) = £ M„ 
« = 2,4,6,... 

sin nd 

n r" 

(42) 

(43) 

(44) 

(45) 

Mn=b»+2 [ - — 1 ( 1 - A : 2 ) 4 P ^ f t , ) 

- ( l - * g ) 4 P„ (*,) (46) 

(35c) 

(36) 

(37a) 

(376) 

(37c) 

Analytical Continuation Approach. Consider the case of 
symmetric heat flow on the crack surfaces. From the 
boundary condition (3) with/(0 = 1 and equation (15) it can 
be obtained that 

dT , t2-b2E/¥ 
=p(t2) = dx *J(b2-t2)(t2-a2) 

dT 

dy 
= 1 

(47a) 

(Alb) 

The above two formulae are valid on the upper crack surface, 
i.e., the upward segment of (a, b) on the x axis. On the other 
hand since 

2(n-2)(l-k2
0) 

forf(t)=l, b<r<oo, 

sin 24> (l-k2
0 sin2<M 2 _ „ = 4,6,8,... 

dT dT 
Qfe) = - i dx dy 

(48) 

T(r,d)= D D„ 
n=l,3,5,.. 

sin nd 

nr" 
(38) 

presents itself as an analytic function in the entire quadrant 
region under study,' from the theory of analytical continua
tion (Macrobert, 1954) it can be assured that in the quadrant 
region there is 

r E / i l i 

Z>"=*"+1 L T O - ^ 4 pizi{ki) 

2 

n+1 

-H-kl) * P^iko] 

Q(z) = i[-
z2 - b2E/F 

1 
--J(z2-a2)(z2-b2) 

Similarly for the case of antisymmetric heat flow we obtain 

z3 - (a2 + b2)z/2 

(49) 

Q(z) = i 
(39) 

— z\ 
--J(z2-a2)(z2-b2) 

1 With the possible exception of two small regions around the crack tips 

(50) 
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The temperature functions then can readily be obtained via 
the integration in 

T(r, fl) = R e ( " Q(z) dz 
Jo 

(51) 

Note that both equations (49) and (50) contain the r~W2 

type singularity at the crack tips. The integration can again be 
carried out exactly using the quadrature formulae in the Ap
pendix. Also, since the function \N(z2 -a2) (z2 -b2) can be 
expanded into the following series form: 

for\z\<a, 

1 

V ( z 2 - a 2 ) ( z 2 - F ) 

a2 + b2 

hi1 
ab V1 +" 2a2 b2 

for a < \z\ < b, 

1 

z'+-
3a4 + 2a2 b2 + 3b4 

Sa4b4 •) (52a) 

V ( z 2 - a 2 ) ( z 2 - F ) 

J r ,2 „2 

ibz 

r z2 a2 a2 3 ( z4 a4 \ ] , „ „ 

forb < \z\, 

1 

V ( z 2 - a 2 ) ( z 2 ^ F ) 

?(' 
a2 + Z>2 3a4 + 2a262 + 364 

r v 1 + ^ ^ + 8? + 
. . . ) (52c) 

the integrand Q(z) in equation (51) can be put into series form 
to obtain the following result: 

for f(t) = l . O s r s n , 

/ ftE \ / a2 + b2 E \ r3 sin 36 

(-
a2 + b2 3a4+ 2a2b2+ 3b4 

- ) 2a2 F / lab 

E\ r5 sin 50 

F / 5a6 
-+ . . . (53a) 

2a2b2 8a4b2 

forf(f) = \,a<r<b, 

^ - ' - - r f T - O ^ - T ^ - r 

/o / - / (0 = 1,6 < r < oo, 

/ 6 2 E a2 + ft2\ sing 1 r(a2 + 6 : 

' v T " 2 / r + ~6~L F 

)b2E 

3a4 + 2a2b2 + 3b4-\ sin 30 

] , -+... (53c) 

for At) = t,0<r<a, 

1 
nr,8) = — (1 

a2 + fr2 s 
/ aL + bL \ 

V 2ab ) 
r2 sin 20+ 1 -

(a2 + fe2)2 

4a262 

/•"•sin L 

Aab 

a2 + b2 ( 1 3a4 + 2a262 + 36 4 \ 

4a3 63 24a262 lr6 sin 60+. . . 

(54a) 

/.? 

Fig. 2 Steady temperature for fundamental symmetric case (6 = 0) 

0.28 

0.24 

0.20 

0.16 

0.12 

0.08 

0.04 

/^~"V l = a o 

/ ^ x ^ \ f " 2 5 

/ / / Y^=ai£? 

' / / / / \ t 0 ' 7 5 

/J.I, 1, 1 
0 0.2 0.4 a 6 

r 
o.fl 1.2 

Fig. 3 Steady temperature for fundamental antisymmetric case (0 = 0) 

Fig. 4 Steady temperature for fundamental symmetric case (9 = ir/4) 

for At) = t,a < r< b, 

1 r a2 / a2 \ " 
T(r, 0) = — r2 sin 2 0 - [fc2 + T ( l + - p - ) _ 

r c o s 0 - a a2(a2 + &2) / 1 cos 0\ 

V a r ) '" 2b 4b 

forf(t) = t,b<r< oo, 

(a2 - 62)2 sin 20 (a2 + b2) (a2 - 62)2 sin < 
7X#\ 0) = 

16 32r" 

(546) 

-+... 

(54c) 

The above formulae for temperatures can be used to obtain 
exact values in numerical computation. The temperature for
mulae gained from two inversion approaches have been 
demonstrated to be in agreement with each other by analysis 
and numerical evaluation. 

Numerical Results and Discussion 

Based mainly on equations (31), (33), (38), (40), (42), and 
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Fig. 5 Steady temperature for fundamental symmetric case (6 = TT/4) 

Fig. 6 
(0 = TT/4) 

0.030 
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• 0-015 
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Steady temperature for fundamental antisymmetric case 

/ \ b 

/ a 

/ ^- --iL 
/ s ^ ^ 

-0.50 

= 0.75 --~-. 

0.4 1.2 

r 
1.6 2.0 

Fig. 7 Steady temperature for fundamental antisymmetric case 
(0 = ir/4) 

(45), obtained from the inversion approach, numerical results 
of the temperature solutions are presented in graphic form in 
this section (see Figs. 2-7) for both the fundamental sym
metric and antisymmetric cases. 

Figures 2 and 3 show the temperatures on the horizontal 
(crack) plane for which 0 = 0. For this particular plane the 
temperature solution can be reduced into the following 
simplified form: 

for the fundamental symmetric case, 

T(r, 0) 

0 < r < a (55a) 

bE 

0, 

•F\4>,k0)-bE{4>, k0) = -bZ(<j>, k0), a<r<b (55b) 

b<r<oo (55c) 

Table 1 Numerical data for fundamental symmetric heat 
flow (a/b = 0.5, b = 1.0,6 = TT/4) 

r 

0.0 
0.2 
0.4 
0.6 
0.8 
1.1 
1.2 
1.4 
1.6 
1.8 
2.0 

5 

0.0 
-0.0187784 
-0.0413706 
-0.0565011 
-0.0578618 
-0.0486244 
-0.0445207 
-0.0378023 
-0.0324943 
-0.0283432 
-0.0250735 

5 = exact series solution 
G = Gauss quadrature 

G 

0.0 
-0.0187783 
-0.0413478 

-0.0482116 
-0.0444519 
-0.0377997 
-0.0324943 
-0.0283433 
-0.0250736 

re = rectangular numerical integration 

re 

0.0 
-0.0185709 
-0.0408961 
-0.0565035 
- 0.0579293 
-0.0476959 
-0.0439601 
-0.0373803 
-0.0321333 
- 0.0280282 
-0.0247946 

for the fundamental antisymmetric case, 

"0, 0 </"<<? (56a) 

T(r, 0) 
1 

V(62-r2)( / -2-«2) , a<r<b (56b) 

0, b<r<oo (56c) 

The numerical evaluation of the above formulae has been 
carried out either straightforwardly or with use of available 
mathematical tables in standard reference books (Abramowitz 
and Stegun, 1966; Byrd and Friedman, 1954). 

Note that by the use of equations (55a,b,c) and (56a,b,c) the 
original mixed boundary condition on 0 = 0 ,0 < r < oo (see 
equations (3) and (6)) can be replaced by a much simpler 
boundary condition purely in temperature form. The 
temperature in the medium then can also be obtained by solv
ing an ordinary heat conduction problem whose solution 
techniques have fully been developed in well-known references 
(Sneddon, 1951; Carslaw and Jaeger, 1959). 

Figures 4-7 depict the temperature distribution on the slant 
plane of 0 = 7r/4. The numerical computation in this situation 
is rather complicated and we have prepared the numerical data 
from three different approaches: exact series solution, Gauss 
quadrature, and rectangular numerical integration. The result 
is presented in Table 1 for a single case (f(t) = 1, a/b = 0.5) 
for comparison and as an example. 

Numerical data from the exact series solution have been ob
tained using the rigorous expressions for temperatures in series 
form, equations (31)-(54). Highly accurate numerical data can 
be achieved provided the computation process has been car
ried out carefully and sufficient terms in series are taken into 
consideration. In Table 1 the related numerical data having 
four significant figures are obtained using 4-12 terms in the 
series. On the other hand, since the series contain some special 
functions, a specially designed computer program is needed 
that involves some relatively intricated computations. 

Using the transformation t2 = (b2+ a2)/2 + (b2-a2) e/2, 
the integrals in equations (17a, c) can be put into the following 
form: 

(•' /(e) de 

J-'VT^e"2 

suitable for Gauss quadrature. The Gauss quadrature is able 
to give very accurate results. Numerical data presented in 
Table 1 that are exact to the first four figures have been ob
tained using merely 5-8 Gauss points in the quadrature and 
the required computer time was even shorter than that needed 
in the exact series solution approach. 
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Adequately precise data have been obtained also by utilizing 
the most conventional numerical integration technique, the 
rectangular numerical integration method. This method has 
the advantage of simplicity but is relatively time consuming on 
the computer. 

However, all computations have been carried out on a 
microcomputer and all the numerical data obtained from dif
ferent approaches are in close agreement. These facts manifest 
the validity of our analytical result as well as its effectiveness 
in numerical evaluation. 

As expected from physical reasoning, temperature variances 
in the cracked medium depend on the lengths of and the 
distances between the cracks. Cracks of shorter length with 
longer distance between them induce a lower temperature on 
their surfaces and in other places of the medium. 

By putting a = 0 in the related formulae, the temperature 
expressions for an infinite medium having a single crack of 
length lb are obtained. Also, by rewriting the related formulae 
from the polar coordinates into the rectangular coordinates 
and then replacing y with ^lkx/kyy we obtain the temperature 
solutions for an orthotropic infinite medium with two 
coplanar cracks. 

Other kinds of integral transforms can also be used to solve 
the problem studied in this article. In Chen (1986), Fourier in
tegral transform and triple series equations have been utilized 
to develop a comprehensive solution to the steady-state 
temperature in an orthotropic medium with cracks. 

Conformal mapping is one of the well-known classic 
methods in the theory of heat conduction in solids. To use this 
method to solve the problem, a conformal mapping function 
should be used to map the quadrant region into a unit circle. 
The mapping function is not simple whereas the crux of the 
problem (mixed boundary conditions) remains. To solve the 
subsequent mixed boundary problem needs the use of dual or 
triple series technique. On the above basis it seems that the 
conformal mapping method is not very attractive in solving 
the problem. Similar arguments could be applied to other 
classic techniques. 

Using suitable computation programs, finite element and 
other numerical techniques appear feasible to work out the 
temperature solution. However, it would be very difficult for 
these techniques to obtain accurate values of temperatures in 
the crucial region around the crack tips. 

Synthesizing the above comments, it seems that this article 
has solved the problem under study with good accuracy in 
computation and relative simplicity in analysis. 
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A P P E N D I X 

The following are some quadrature formulae for integrals in 
equations (17) and (30) (Gradshteyn and Ryzhik, 1980): 

i: f 
-J{b2-t2){t2-a2) 

tm 

dt, m = l,3,5,... 

(Al) 
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fe'"-1 | 2 ( l-/cgsin20) 2 d6 = bm~lIm^s 

with t2 = b2- (b2 - a2) sin20. The above integral can then be 
evaluated using equations (35«,Z?,c). 

ir t" 
1 
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1 

dt, m = l,3,5,... 

(A4) 

dt = -
1 

t"W(b2-t2)(t2-a2) bm + l 

1 

Jo m+i 

(1 - k2
0 sin20) 2 

The above integral can then be evaluated using equations 
Q7a,b,c). 
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Conjugated Heat Transfer From 
a Hot-Film Probe for Transient 
A

H « B S B | 

ir Flow 
A numerical heat transfer model of a flush-mounted hot-film probe is presented for 
transient airflow. The model geometry involves simultaneous heat flow in both the 
air and the adjacent slab wall. Two cases are considered, steady laminar flow and 
laminar flow with a low-frequency oscillating component. In the steady-flow case, 
the numerical results compare favorably with steady calibration data from the 
literature. In the unsteady flow case, transfer function results are consistent with 
literature experimental data. In both cases, agreement with the literature data is ob
tained by calibrating the numerical model at zero flow. 

1 Introduction 
A flush-mounted hot-film probe is a thin metal film plated 

on an electrically insulating substrate such as glass or quartz. 
The probe is mounted flush with the wall with the hot film 
perpendicular to the flow. The probe is usually operated with 
a constant-temperature anemometer circuit. Such probes have 
been used for measurements of steady shear stress for many 
years (Brown, 1967; Rubesin et al., 1975). Transient 
measurements have not been successful for gas flows for two 
reasons. First, at low frequencies, the storage of heat in the 
substrate causes a phase lag in the signal (Cook et al., 1986). 
Second, the frequency response is not adequately known to 
allow the probe signal to be compensated at these low 
frequencies. 

The subject of this paper is a numerical calculation to 
characterize the frequency response of a shear stress probe 
geometry at low frequencies. The numerical method for 
modeling a constant temperature anemometer is presented in 
section 2. The transient conjugated heat transfer problem is 
discussed in section 3. The results are compared with ex
perimental data from the literature in sections 4 and 5. Finally, 
some conclusions are given. 

Previous Work. Several studies have dealt with the effects 
of unsteady flow on shear-stress probes without substrate heat 
conduction. Menendez and Ramaprian (1985) have discussed 
a theory for water flow, which has less severe substrate con
duction effects than for air flow. Mao and Hanratty (1985) 
have examined unsteady flow over a mass-transfer probe. 
They identify a range of low frequencies for which the transfer 
to the fluid is quasi-steady, and only at higher frequencies 
does the flow transient affect the probe transfer function. 
Mass transfer probes have no substrate effects, but they can 
only be used with liquids that are electrolytic solutions. 

A one-dimensional transient model of a hot-film 
anemometer was discussed by Bellhouse and Rasmussen 
(1968). The geometry contained a one-dimensional substrate 
on one side of the hot film and an oscillating heat transfer 
coefficient on the other side. The average temperature on the 
hot film was held constant. Their perturbation solution 
showed that the response of the probe becomes independent of 
the frequency at high frequencies. That is, only at low fre
quency does the heat conduction to the substrate become 
important. 

Brison et al. (1979) examined a two-dimensional model of a 
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Manuscript received by the Heat Transfer Division January 15, 1987. Keywords: 
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Transfer. 

hot film on a wedge-shaped'substrate. They used a finite ele
ment method to examine the transient heat transfer in the 
wedge geometry heated by a thin film and cooled by a fluid 
with an oscillating heat transfer coefficient. Their results 
showed a strong dependence on the Biot number. Specifically, 
as the Biot number increases, the phase lag between the heat 
transfer coefficient and the film temperature decreases. Also, 
the effects of substrate conduction can be minimized for the 
wedge geometry by placing the hot film as close as possible to 
the leading edge. 

The Bellhouse study and the Brison study each used a 
spatially uniform, time-varying heat transfer coefficient to 
simulate the time-varying flow. However, the actual heat 
transfer coefficient is not spatially uniform—it is large on the 
hot film and small on the adjacent substrate (Ramadhyani et 
al., 1985). The present conjugated heat transfer calculation 
allows the heat transfer to vary over the interface. The input is 
the time-varying flow itself, and the spatially varying heat 
transfer coefficient can be calculated as a result of the present 
method. 

Geometry. The geometry shown in Fig. 1 contains essential 
features of a hot-film probe. The two-dimensional geometry 
applies only to large-aspect-ratio hot films (b/a » 1). Perfect 
thermal contact exists among the fluid, the slab, and the hot 
film. The metal hot film is very thin, so its thermal mass may 
be neglected. The slab thickness D determines the mass of the 
slab that is involved with thermal storage. The back wall of the 
slab, fixed at T = T0, functions as a heat leak to simulate heat 
losses from actual probes. 

For air flow, radiation and natural convection are 
neglected, viscous dissipation is neglected, and the material 
properties are constant. The flow used in the model has a 
linear velocity profile (u = (3 y/), and the temperature 
distribution in the flow is quasi-steady. The conduction of 
heat parallel to the wall is also neglected in the fluid flow. 
These assumptions are appropriate for air flow over a glass 
substrate, for a small hot film, for a moderate overheat ratio, 
and for low frequency flow transients. These assumptions are 
discussed in Cole and Beck (1986). 

2 Constant Temperature Hot Film 

In this section, the constant temperature anemometer 
problem is formulated as an inverse problem in heat transfer, 
and the solution with the exact matching method is outlined. 

Inverse Heat Transfer Problem. The usual boundary value 
problem in heat transfer is to calculate the temperature and 
heat flux in a domain where all of the boundary and initial 
conditions are known. This is a direct problem in heat 
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T = 0 
Fig. 1 Slab-wall geometry 

transfer. An inverse heat transfer problem begins with a con
straint condition (such as a temperature condition), and the 
task is to calculate the boundary or initial condition. The 
constant-temperature anemometer problem is an inverse heat 
transfer problem, because given the constraint that Tav is con
stant, the task is to find the hot-film heat fluxp{t). 

Exact Matching Method. The inverse heat transfer problem 
is solved by the exact matching method (Beck et al., 1985). 
The procedure is to estimate p(t) at discrete time steps, given 
all the geometry information, given the flow, and given all 
previous values of p(t). The constraint is that the average 
temperature on the hot film is constant (Tav = Tc). 

The exact matching method is based on a Taylor's series ex
pansion of the hot-film average temperature with respect to 
the heat fluxpM = p(t = tM), whereMis the time step index. 

In general, the dimensionless average temperature on the hot 
film depends on time, on geometry, on the fluid flow de
scribed by Np, and on the heat flux p(t). This dependence can 
be written T£v = T+v (t+, D/a, Nff, p(tM_x), pM). The 
parameter pM has been isolated from p(tM_x) to emphasize 
that the temperature r+„ depends on the heat flux pM in a con
tinuous manner. The geometric parameter D/a is assumed to 
be constant in the following analysis. 

Because the temperature is a continuous function of pM, it 
can be expanded in a Taylor series about an arbitrary value of 
the hot-film output p 

T2vit,Nll,p(tAf_i),pM) = T+(t,Nfi,PVl4_i),p) 

+ (PM~P) 
dT+v(t, JVg, p(tM-i), PM) 

SPM 

(1) 

+ . 
PM=P 

a 
b 

D 
k 

Li 
M 

N 

Nu 

Nn 

= half-length of hot film, m 
= half-width of hot film, m 
= slab-wall depth, m 
= thermal conductivity, 

W/(m K) 
= length of surface element j 
= number of timesteps, or cur

rent timestep 
= total number of surface 

elements 
= 2aqa/{kf(Tav - T0)) 

= Nusselt number 
= kf/ks(P a2/af)

m = con
jugate Peclet number 

P 
Pe 

q 
t+ 

T+ 

u 
X 

y 
a 

0 

-©
-

* 

= hot-film heat flux, W/m2 

= (3 a2/otf = Peclet number 
= heat flux, W/m2 

= ast/a
2 = dimensionless time 

= (T - T0)ks/(g0a) 
= temperature 

= x-direction velocity, m/s 
= streamwise coordinate, m 
= transverse coordinate, m 
= thermal diffusivity, m2 /s 
= velocity gradient, s"1 

= influence function, K m 2 /W 
= fundamental solution, 

K m V W 

to = angular frequency, s ' 
w+ = wLP/a, 

Superscripts 
/ = fluid 
5 = solid 

+ = dimensionless variable 

Subscripts 
av = spatial average on the hot 

film 
/ = fluid 
k = time index 
s = solid 
0 = initial or constant value 
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It turns out that T+tt is a linear function of pM, so that the 
second and higher order terms of the Taylor series are exactly 
zero. The computation of temperature T+„ is discussed below 
in section 3. 

In the exact matching method, the calculated temperature 
T*u is made exactly equal to the required hot-film temperature 
Tc

+ . Then, equation (1) can be written as 

T* = r+ , ( / , N0,p(tM„l),p) + \pM-p]X(t, Ne,p(tM^)) (2) 

where X is the sensitivity coefficient, defined as 

dT+l(t,Nll,p(tu_l),pu) 
X(t,Np,p(tM_1)) = -

3PA PM=P 
(3) 

Note that the sensitivity coefficient is not a function of pM 

because T+v is a linear function of pM. Equation (2) can now 
be solved for the estimated value pM 

Pu=P+\Tt-T*){t,Ne,p(tu_l),p)yX(t,Nfi,p(tu_l)) 

(4) 

The computation procedure at each time step is to choose a 
value of p, calculate the temperature T£u and the sensitivity 
coefficient X, and then calculate pM from equation (4). Any 
value can be used forp, even zero. Then, the value of Mis in
creased by 1, and the value of pM at the next time step is 
calculated, and so on, to calculate the function p(t). The 
transfer function of the anemometer signal is calculated from 
P(t). 

Sensitivity Coefficient. The sensitivity coefficient X is 
calculated by a difference equation for temperature at each 
time step. The temperature T*„ is calculated twice, once withp 
and once with a slightly perturbed value of p, (1 + e) p, where 
e is a small parameter, perhaps 0.0001. Then the sensitivity 
coefficient is given by 

X(t, Nf, p ( / M - i ) ) = I T+[t, N„, p(tM_i), (1 +e)p\ 

•T^[t> N0,PVM-I), P])/ep (5) 

Unsteady Surface Element Method. The unsteady surface 
element (USE) method was applied by Cole and Beck (1986) to 
conjugate heat transfer from a semi-infinite wall. The present 
work extends the method to the slab-wall geometry. An ad
vantage of the USE method is that only the active interface 
between the fluid and the solid must be discretized, which 
reduces the two-dimensional transient problem to a one-
dimensional transient problem. The method requires linear 
partial differential equations (constant property, forced con
vection). A brief discussion of the numerical method is 
presented below. 

The temperatures in the fluid and the solid are each given by 
a Duhamel's integral of the unknown interface heat flux and a 
known "fundamental solution." The fundamental solutions, 
named \j/ and \j/s, are closed-form analytical expressions that 
are listed in the Appendix. Purely numerical fundamental 
solutions can be applied to the USE method, but none are con
sidered here. 

When the Duhamel's integrals for temperature are 
substituted into the temperature matching condition, equation 
(9a), a single integral equation results 

100 p / 

— Oa J X = 
^ ( * ' , X ) 

d2j/(x-x',yf,t-\) 

dx'dt 
dx'dh 

qs(x,\) — dx d\ (10) 
J - c o J X = 0 dx'dt 

This is the USE equation. Note that each integral can be inter
preted as a convolution of a heat flux with a known impulse 
response to give a temperature. In this view, the \p functions 
are step responses. 

The USE equation is solved numerically for t/(x, t) by 
discretizing the interface into Nsurface elements, by discretiz-
ing over time, and by taking the heat flux to be piecewise con
stant over each surface element and over each time step. Then 
the USE equation can be written as a set of matrix equations 
containing convolution sums over time 

3 Average Temperature on the Hot Film 

Conjugated Heat Transfer Problem. The average 
temperature on the hot film is found from a constant-
property, conjugated heat transfer problem: 

Fluid: 

Solid: 

PU)yr 

~~dT 

d2P 

~dVa/~dyJ (6) 

/ a 2 r a2P\ 
:\dxr + ^f) 

(7) 

(8a) 

(8b) 

(8c) 

<M 
where T0 is the initial temperature. The matching conditions 
at the interface between the solid and the fluid are 

1f(x,yf = Q,t) = T{x,y, = Q,t) 

p(t)P(x) = -kf-^—(x,0,t)-

dx2 dy2 

The boundary and initial conditions are: 

1f(x- ±00, yf, t)-T0 = T>(x-±oo, y„ t)~T0 = 0 

7*(x,ys=D,t)-T0 = 0 

F(x,yf-*oo,()-T0=0 

Tf{x, yf, t = 0)-T0 = T*(x, ys, / = 0 ) - T0 = 0 

dV 

(9a) 

. , ..-, .... ... . -(*, 0, t) (9b) 
dyf dys 

The heat fluxp(t) drives the heat transfer. The term P(x) is a 
place-keeping dimensionless quantity equal to 1 on the hot 
film and 0 elsewhere. The task is to calculate the average 
temperature on the hot film w h e n p ( 0 and /?(/) are given. 

E (K-k+i-Mi-k)<t!c 

E (0M-*+l-*M-*)(P*P-«lJt) (11) 

Here q£ has been eliminated with the heat flux matching con
dition, equation (9b). Subscript k is the time index. Vectors P 
and q{ are N x 1. Matrix <j>s

k is N x N and has components 

(*J)„ = V(Xi- (Xj -Lj/2), ys = 0, tk) 

-r(Xi-(Xj + Lj/2),ys = 0,tk) (12) 

where Xj is the coordinate of the center of element j with 
length Lj. Matrix <jJk is similarly defined. Equation (11) can be 
solved for the heat fluxes q£, k = 1,2, and so on, by starting 
with the known initial condition and stepping forward 
through time. At t = 0 the temperature is everywhere zero and 
all the heat fluxes are identically zero. At M = 1 (the first time 
step), the matrix equation can be solved for q{. Then, at M = 
2, q£ can be found, and so on up to the desired time step. 

After all the heat fluxes have been found, the interface 
temperature can be found from the right-hand side of equa
tion (11) 

TM~ 2^ -*S#-*)(p*p-q{) + * i ( /wP-«i£f)( i3) 

The first term in this expression for TM is a convolution sum 
over all past events. The second term contains the present 
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Fig. 2 Spatial average temperature on the hot film at N» = 0.0724 
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Fig. 3 Steady interface temperature at Np = 0.0724 

heater output pM, and this term demonstrates that 
temperature has a linear dependence on pM. Finally, Tm is 
calculated at each time step with an area-weighted average 

n 

Tm(t, Ne,p(tM_x), pM) = X) TM(Xj)Lj/(2a) (14) 
j=i 

where j is summed only over those surface elements on the hot 
film itself. 

Two calculations of T£v are required at each time step to 
find the sensitivity coefficient, but the convolution sum from 
equation (13) is calculated only once at each time step. This is 
an important point, as the convolution sum can require a con
siderable computation effort when Mis large. 

4 Results—Steady Flow 

In this section, interface temperature results are presented 
for a steady flow with heat transfer due to a step change in the 
hot-film output flux. The USE method alone is sufficient to 
obtain these results. The exact matching method is not re
quired because the hot-film heat flux is a known constant. The 
transient results give the time constant of the anemometer 
geometry. The steady-state results can be scaled to give the 
Nusselt number behavior of the constant-temperature hot film 
in a steady flow. 

For a step change in the heat flux, the dimensionless inter
face temperature depends on two parameters and two 
variables (Cole and Beck, 1986): T+ = T+ (x+ , t+, N0, 
D/a). For the numerical results presented here, seven surface 
elements are placed on the hot film itself, and a total of 29 sur
face elements are placed on the interface. Small elements are 

Table 1 Simulated calibration data, 2aq0/(kf(Tav — T0)) ver
sus Pe1/3, for various air/glass geometries 
pel/3 

1.414 
3.05 
5.21 
6.56 
8.27 

D/a = 2 

75.76 
77.85 
80.17 
81.77 
83.80 

4 

55.60 
57.58 
60.24 
61.93 
64.08 

20 

34.86 
37.58 
40.92 
43.06 
45.74 

200 

25.21 
29.47 
34.27 
37.04 
40.32 

placed at the edges of the hot film, and progressively larger 
elements are symmetrically placed farther from the hot film. 
The numerical uncertainty of the temperature results are less 
than 0.3 percent based on studies of the time step size and the 
surface element size. 

Transient Results. The initial temperature is everywhere 
zero, and at t = 0 the hot-film heat flux is set to q0. In Fig. 2 
the average hot-film temperature versus time is shown for 
several values of D/a and for Nfi = 0.0724 (/3 = 10,000 s"1 

for air flow over glass). The range 0.005 < N§ < 0.5 for a = 
0.25 represents laminar flow for which natural convection can 
be neglected. 

At early times, Fig. 2 shows that the variation in wall depth 
D has no effect since all of the curves lie together. As time pro
ceeds, the thinnest wall case becomes steady first, with the 
others becoming steady in succession, each with a successively 
higher steady-state temperature. A rough estimate of the time 
to reach steady state is about D2/cts seconds. This estimate ap
plies to the air/glass geometry because the heat transfer to the 
glass dominates the transient response. 

Steady Results. The steady-state results can be calculated 
with a single large time step. In Fig. 3 the steady interface 
temperature is shown for several values of D/a for Np = 
0.0724. The flow direction is from left to right. At D/a = 200, 
the temperature distribution is asymmetric due to the 
flow—cooler upstream and warmer downstream. However, at 
D/a = 2, the temperature distribution is nearly symmetric 
around the center of the hot film. This indicates that the flow 
has a small effect on the interface temperature in the thin wall 
case. In Table 1, steady Nusselt numbers are listed versus Pe1/3 

for several values of D/a. These values are a family of 
simulated calibration curves for steady wall shear stress 
probes. 

Comparison With Steady Experimental Data. Comparisons 
with two data sets are presented here, Brown (1967) and 
Rubesin et al. (1975). The data is in the form of Nusselt 
nubmer versus Pe1/3. The strategy for comparing the present 
work with experimental data has been to match the numerical 
model with the data at zero flow. This "zero-flow calibra
tion" allows the numerical model to predict the flow behavior 
of the actual sensors. 

The zero-flow Nusselt numbers are found from the ex
perimental data by fitting a straight line to the data and by ex
trapolating to Pe1/3 = 0. Then, the D/a value is chosen so that 
the steady-state average temperature on the heated region at 
zero flow corresponds to the zero-flow Nusselt number from 
the experimental data. For Brown, the zero-flow Nusselt 
number is 47, and the corresponding D/a for the model is 5.8. 
For Rubesin, the zero-flow Nusselt number is 9.1, and the cor
responding value of D/a is 1.84. In Fig. 4 the calibrated USE 
results are shown with the experimental data. The USE values 
agree with the experimental data to within 15 percent for the 
Rubesin data and within 8.6 percent for the Brown data; the 
agreement is actually very good on the average. 

5 Results—Flow With an Oscillating Component 

In this section the exact matching method is used to 
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Fig. 4 Steady literature data and calibrated simulation results 
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Fig. 5 Phase lag for flow with a 10 percent sinusoidal component for 
N„ = 0.157 

Fig. 6 Normalized amplitude response for flow with a 10 percent 
sinusoidal component for N^ = 0.157 

calculate the hot-film response to unsteady flow. Any time 
function can be used as an input to the exact matching 
method—step, ramp, sinusoid, etc. A flow with a ± 10 percent 
oscillating component is used here to find the transfer func
tion of the hot-film model. 

Transfer Function. The simulation for flow with an 
oscillating component is carried out over enough time steps so 
that any startup transients have died away. The phase and 
amplitude information is calculated from thep(t) results with 
a nonlinear estimation program named NLINA that performs 
a least-squares fit betweenp(t) and a sinusoid. A minimum of 
12 data points is placed within each sinusoidal period (period 

= 2TT/CO), and an integral number of sinusoidal periods is ex
amined with NLINA in each case. By also examining 24 and 
48 data points per sinusoidal period, the uncertainty in the 
results is estimated to be about 1 deg for the phase lag, and 
about 1 percent for the amplitude. 

Figure 5 is a plot of phase lag (deg) versus frequency for Np 
= 0.157 (/30 = 16860 s"1 , a = 0.076 mm, air/glass). As the 
frequency goes to zero, the phase lag tends to zero, so that the 
probe signal follows the shear stress. Each value of D/a has a 
distinct frequency at which the maximum phase lag occurs. 
Over this range of frequencies, the phase lag is small com
pared to a complete cycle of 360 deg. 

Figure 6 is a plot of normalized response amplitude versus 
co+. The amplitudes are normalized by the steady (pi = 0) 
response. For to+ < 1, the probe follows the flow oscillations 
without appreciable error. For co+ > 10, the amplitude 
decreases and the decrease occurs faster with the larger D/a. 
Amplitude attenuation of up to 30 percent is present over 
these frequencies. This indicates that frequency-dependent ef
fects cannot be neglected for hot-film probes in air flow. That 
is, steady calibration cannot be used for transient shear-stress 
measurements at these frequencies. 

The frequencies in the simulation are limited to co+ = 100 
or so because of a practical limit on the number of time steps 
in the calculation. Many small time steps must be used to 
calculate higher frequencies. The present version of the USE 
method uses equal-sized time steps, beginning at a zero-
temperature condition. To achieve "steady" oscillating 
behavior, the time span must be large enough so that the 
startup transient can decay away. For the Prime 750 computer 
used for this research, a practical limit of several hours of 
computer time gives about 600 time steps with 30 surface 
elements. 

Comparison With Unsteady Experimental Data. Cook et al. 
(1986) studied the frequency response of flush-mounted 
probes to laminar flow with an oscillating component. Cook 
reported only phase angle information as a function of fre
quency. The probe was mounted flush with the surface of a 
plexiglass flat plate, and the approach flow over the flat plate 
contained an oscillating component. The phase lag for the 
probe was found by relating the phase angle of the unsteady 
wall shear stress (found from laminar theory) to the phase 
angle of the probe output voltage. 

Cook et al. varied the flow oscillation frequency from 3 to 
20 Hz, low enough that the fluid-flow thermal transient was 
always quasi-steady. Thus, the phase lag that they observed in 
the wall shear stress was due to the substrate heat conduction. 

Zero-Flow Calibration. A zero-flow calibration is used to 
match the simulation geometry with the probe geometry used 
by Cook et al. In the steady-flow case, the zero-flow Nusselt 
number was used above to calibrate the simulation geometry. 
For transient flow, the criterion is the time constant of the 
probe at zero flow. The time constant for the present work is 
the time for the probe to respond to a step input of heat flux. 
The task is to choose the slab-wall thickness, D/a, that gives 
the same time constant as the probe used by Cook et al. 

Cook does not report a time constant for the TSI probe used 
in his experiments (TSI, Inc., St. Paul, MN). However, 
geometric information about the probe is available to allow 
the construction of a detailed thermal model of the TSI probe 
itself, from which a zero-flow time constant may be estimated. 
The geometry of the TSI probe and the thermal model for the 
time constant are shown in Fig. 7. The TSI probe is model 
number 1237 Au, which is a platinum film plated on a quartz 
substrate. The quartz substrate is a cylinder mounted in the 
end of a stainless steel tube. 

The thermal model of the probe is a semi-infinite cylinder, 
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Fig. 7 Geometry of (a) the TSI probe and (b) the thermal model for the 
time constant 

O Cook et a l . (1986) 
- Cole and Beck, D/a = 27 
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40 SO 

(rad/s) 
Fig. 8 Phase lag for literature data and simulation results with N„ 
0.0926 

heated on the end over a circular region. The heated region has 
the same area as the hot film on the TSI probe. The region ad
jacent to the circular heated region is insulated to simulate 
zero flow. The outside radius of the cylinder is maintained at 
T = T0to simulate the heat lost to the steel tube. Initially the 
temperature is T0. The time constant is the time for the 
average temperature on the heated region to reach 99 percent 
of its steady-state value. This thermal model is only meant to 
represent an approximate value that would ideally be 
measured in the laboratory. Also, this thermal model does not 
include thermal effects of the wall in which the probe is 
mounted. Many authors have observed that the material in 
which the probe is mounted affects the probe calibration. 

The thermal model for the time constant is analyzed with a 
Green's function analytical solution. About 20 terms of an in
finite series involving Bessel functions are required for four-
digit accuracy. For aquarlz = 8.3 (10~7) m2 /s , the time con
stant for the thermal model is 5.35 s. The same time constant 
for the slab-wall geometry at zero flow occurs at D/a = 27. 
Again, if unsteady experimental calibration data are available, 
they should be used to find the probe time constant. Such data 
could also be used to find the thermal properties of the probe 
(ks, as). 

To be consistent with Cook et al., the phase lag is calculated 

not from the simulated heat flux signal/?, but fromp172, which 
is proportional to the output voltage of an anemometer cir
cuit. However, there is no difference in the phase lag 
calcualted from p or calculated from pW2. Figure 8 shows 
phase lag versus frequency for the experimental data com
pared to the simulation results for D/a = 27 and Np = 0.0926 
(P0 = 16860 s _ 1 , a = 0.076 mm, air/quartz). The simulation 
results are consistent with the experimental data. Cook et al. 
report that the experimental data contain an uncertainty of 
±3 deg. Thus, the agreement is excellent. 

Discussion. The phase lag in the unsteady probe signal is 
caused by the heat conduction in the probe substrate. Even 
though the average temperature on the hot film is maintained 
by the anemometer circuit, the steady-state distribution of 
temperature on the hot film is slightly different for each value 
of the flow. When the flow changes rapidly, the substrate can
not immediately adjust to a new temperature distribution, so 
the probe signal lags the flow. The phase lag is a maximum at 
a frequency where the transient heat conduction penetrates the 
whole substrate. At higher frequencies, the phase lag decreases 
because only a thin layer of the substrate is involved with the 
transient heat transfer. 

The zero-flow calibration is different for the steady and 
unsteady cases because different results are of interest in each 
case. The steady Nusselt number comes from the steady, or 
d-c, portion of the probe signal, which depends on the heat 
leakage from the probe. The phase lag comes from the tran
sient, or a-c, portion of the probe signal, which depends upon 
the time constant of the probe. The simple slab-wall geometry 
is useful in each case, but a more elaborate geometry would be 
needed to satisfy simultaneously both the steady and unsteady 
calibrations. 

6 Summary and Conclusions 

A numerical conjugated heat transfer model is presented for 
the flush-mounted hot-film probe in air flow. The unsteady 
surface element method is applied in its most efficient form 
with analytical fundamental solutions. The steady-state results 
agree with two sets of experimental data from the literature 
within 15 percent if the numerical model is calibrated for the 
heat losses that are present in the actual hot-film probes. 

The USE method and an inverse heat transfer algorithm are 
combined to simulate a constant-temperature, flush-mounted, 
hot-film anemometer. This is the first conjugated heat transfer 
simulation of this device. Transfer function results are 
presented for laminar flow with a low-frequency oscillating 
component. The amplitude response varies dramatically with 
frequency, which means that steady theory and steady calibra
tions cannot be used for transient shear stress measurements in 
gases. 

The phase angle response is consistent with literature data if 
the numerical simulation is calibrated with the probe time con
stant. An estimate of the probe time constant has been used to 
demonstrate the procedure. The phase angle response is small 
(< 8 deg), so that to a first approximation, simple amplitude 
compensation of transient probe signals may be possible. Fur
ther research may lead to compensation of transient probe 
signals to give transient wall shear stress in gas flows. 
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A P P E N D I X 

Fluid Influence Function 

The quasi-steady fluid fundamental solution, ij/ (K m2/W), 
is the temperature response in a semi-infinite shear flow due to 
uniform heat flux (not a specified temperature) over half of 
the planar boundary. The energy equation is given by equation 
(1), with initial conditions given by equation (3d), and 
boundary conditions given by equations (3a), (3c), and also by 

k 91/3 

(A2) 

-k, 
d^(x,yf = 0,t) 

dyf 

0 forx<0 and /<0 

1 for x>0 and t>0 
(Al) 

where H( ) is the unit step function and F( ) is the gamma 
function. 

Solid Fundamental Solution 

The solid fundamental solution is presented in the form of 
4>s, defined by equation (7), which is the effect of one surface 
element on the solid. The energy equation for <j>s is given by 
equation (2), with zero initial condition (equation (3d)). The 
boundary conditions are given by equations (3a) and (3c), and 
the interface heat flux condition is 

. avU,y,=Q,t+) f l f o r - l < ? < l ; ^+>0 
~K = \ (A3) 

Ws I 0 otherwise 

where £ = (x: — Xj)/(Lj/2). 
The closed-form analytical expression for 4>s is developed 

from Green's functions, and it is given by (Cole, 1986) 

+'tt,y, = 0,t+)=Il(.t,tL); t+a2/D2<B 

= / , « , B)+I2(S, B, tL); t+a2/D2>B 
(A4) 

where tL = t+ (4a2)/L2 and where B = 0.1 is the dimen
sionless time-partitioning parameter. The integrals 7, and 72 
are given by 

h(^tL) = (Lj/(2ks))(tL/Try'2{trf[(k + \)/(24TL)} 

- erf [« - 1)/(2V7I)]) +Lj (£ + 1)£, [($ + \)2/(4tL )]/(4**,) 

-Lj ({ - l)El [« - l)2/(4tL)]/(4trks) (A5) 

m, £, ft) = £ Lj/(4ksD) [l3 (am, ^ - , tL) (A6) 

The fluid fundamental solution is given in dimensionless form 
as (Cole and Beck, 1986) 

-h (am> - y - . Bj -73 (am, - y - , tLJ +/3 (am, - y - , BjJ 

and where 

73(a,„, r,tL) = -exp(-altL)[l-erfc(r/JTL)]/a2
m 

- exp(2amr) erfc(am-JTL + r/JtL )/(2a%) 

+ exp( - 2amr)erfc(flmV^ - r/4tL )/(2a2
m )(A7) 

and am = IT (m - l /2)/2. The accuracy for this expression is 
six significant figures. The functions erf, erfc, and £ , are the 
error function, the complementary error function, and the ex
ponential integral, respectively. 

296/Vol. 110, MAY 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Pignotti 
TECHINTS.A. 

1001 Buenos Aires, Argentina 

Linear Matrix Operator Formalism 
for Basic Heat Exchanger Thermal 
Design 
The matrix formalism used for the thermal description of heat exchangers is extend
ed to include streams with variable temperature distributions. In this approach, a 
heat exchanger is described by a temperature-independent matrix operator, which, 
acting on the inlet temperature distributions, generates the outlet ones. This for
malism is particularly useful for the evaluation of the thermal effectiveness of com
plex heat exchanger configurations that can be broken into simple constitutive parts, 
linked to each other by unmixed streams. Applications to crossflow configurations 
of practical interest are shown. 

I Introduction 

In the basic thermal analysis of heat exchanger geometries, 
it is customary to introduce a number of simplifying assump
tions, such as: steady state, temperature independence of the 
heat capacity rates and the heat transfer coefficient, no heat 
losses, and perfect mixing, or complete lack of mixing, of the 
fluids involved. As a consequence of these assumptions, the 
differential equations used to determine the temperature 
distributions are linear, and so are the equations relating the 
outlet to the inlet temperatures. It is therefore quite natural to 
write these relations in matrix form, so that a vector of outlet 
temperatures is expressed as a product of a 2 x 2 temperature 
independent matrix M times a vector of inlet temperatures 

r 

Mn Mn 

M21 M, 22 

1 -P(R, NTU) P(R, NTU)" 

RP(R, NTU) 1-RP(R, NTU) 
(1) 

The matrix M, which, for any given geometry, is a function 
of the heat capacity rate ratio R, and the number of heat 
transfer units NTU, is therefore the mathematical entity that 
describes the heat exchanger thermal behavior. 

This scheme was originally proposed by Domingos (1969) 
for exchangers with one inlet and one outlet perfectly mixed 
stream for each fluid, and was later extended to exchangers 
with an arbitrary number of inlet and/or outlet streams 
(Pignotti, 1984). In this extended version, equation (1) is 
replaced by 

t[ 

n< 

Mn M, 

• ^ n ' + w ' . i • • . Mn> +N> „ 

T, 

+ N J L *N _ 

(2) 

where the multistream exchanger is described by the (« ' +N') 
X (n+N) rectangular matrix M. 

The purpose of the present work is to generalize this treat
ment to heat exchange processes with unmixed streams, each 
characterized by a continuous temperature distribution. In 
this framework, the heat exchanger is described by a matrix 
operator which, acting on the inlet temperature distributions, 
generates the outlet ones. 

The reason for introducing this matrix operator formalism 
goes beyond the obvious one, which is the fact that, indeed, 
inlet and outlet streams are often not perfectly mixed. Given 
the nature of the approximations already present, the addi
tional one of perfect inlet and outlet stream mixing might seem 
acceptable. The matrix formalism, however, has been shown 
to be particularly useful for the description of complex 
assemblies of heat exchangers, or, equivalently, the analysis of 
a complex heat exchanger in terms of simpler constitutive 
parts. In such assemblies or decompositions, it is often found 
that streams connecting the various elements are not adequate
ly described by the mixed assumption. It is in such cases that 
the description of the exchanger, or the exchanger part, by the 
formalism presented here, is most useful. 

In sections II-IV the formalism is introduced and illustrated 
with simple examples.1 Typical couplings of exchanger com
ponents are discussed in section V. With these elements, some 
complex crossflow configurations are analyzed in sections VI 
and VII. 

II Formalism 

We begin our analysis with the case of two inlet and two 
outlet unmixed streams. Each one is characterized, in princi
ple, by a temperature distribution that is a function of location 
on the stream cross section. For our purposes, however, it is 
sufficient to consider a temperature profile that depends on a 
single transverse coordinate z. A second transverse coordinate 
does not alter the nature of the problem, and, if needed, may 
be introduced with no conceptual complications. 

For a stream of heat capacity rate c, we define a heat capaci
ty rate density dc/dz, as a function of the z coordinate, and in
troduce an accumulated heat capacity rate fraction x(z), such 
that 

x(z)={l/c)V {dc/dz')dz' (3) 
Jo 

with 0 < x(z) s 1. The temperature distribution of each in-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 27, 
1987. Keywords: Heat Exchangers, Modeling and Scaling. 

A short preliminary account of this matrix operator formalism was included 
as part of a keynote lecture delivered at the Eighth International Heat Transfer 
Conference (Pignotti, 1986b). 
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dividual stream is most conveniently expressed as a function 
of this variable x, and is denoted t(x) and T{x) for the inlet 
streams, and t' (x) and T' (x) for the outlet ones. For streams 
with constant flowrate density over the transverse cross sec
tion, the variable x can be interpreted as a dimensionless 
transverse coordinate, normalized to vary between zero and 
one. This interpretation is sufficient for all the applications 
discussed below. The choice of variable is such, however, that, 
even with nonuniform flow distributions, the average stream 
temperature is given by 

a ) 

0 1 x 

T ' ( x ' ) 

( t(x)dx 
Jo 

(4) 

The linear relation between the outlet and inlet temperatures 
can be written, in matrix form, as 

T 

A A A A A A A A 
i i i i i i i i 
i i i i i i i i 
i i i i i i i i 
i i i i i i i i 

T' 

t'(x') 

T'(x') s: Mn(x',x) Mn(x',x) 

M2l(x',x) M22(x',x) 

't(x)-

VT(x)_ 
dx 

(5) 

Equation (5) can be viewed as the straightforward 
generalization of the multistream matrix relation (2) to the 
continuum case, in which the discrete matrix indices have been 
replaced by the continuous variables x' and x. Alternatively, 
the matrix M can be seen as an operator that acts on the space 
of the inlet temperature functions and, upon integration over 
the x variable, generates the outlet temperature distributions. 

Just as in the discrete case, the matrix M has to satisfy con
straints that follow from the heat balance equation, and 
translational invariance in the temperature coordinate (i.e., 
from the fact that the equations are not affected by a shift of 
the origin of the temperature scale). These constraints are 

b) 

i i i i i i 

1 1 1 1 1 
1 1 1 1 

f Mn(x', x)dx'+(l/R)[ M2Ax',x)dx' = \ 
Jo Jo 

R\ M]2(X', x)dx' + M22(x', x)dx' = 1 

Mn(x', x)dx+ Mn(x', x)dx= 1 

\ M21(x', x)dx+ \ M22{x', x)dx= 1 

(6a) 

(66) 

(7a) 

T ( x ) 

0 1 x 
Fig. 1 Special cases in which the inlet and outlet fluid 2 streams are 
mixed; in addition, inlet fluid 1 is mixed in (a), and outlet fluid 1 in (b) 

Finally, given an exchanger described by the matrix M, an 
exchanger that has the same physical characteristics, but dif-

(76) fers from the original one in the inversion of the direction of 

N o m e n c l a t u r e 

A = heat transfer surface 
area, m2 

A — thermal matrix of com
ponent labeled A 

c,C = fluid 1 and fluid 2 heat 
capacity rates, W/°C 

7„(A) = function defined in equa
tion (34) 

M = matrix relating outlet to 
inlet temperatures 

M = same as M for a process 
in which all streams have 
been reversed 

n, n' = inlet and outlet number 
of streams of fluid 1 

N, N' = inlet and outlet number 
of streams of fluid 2 

NTU = UA/c = number of heat 
transfer units referred to 
fluid 1 

ntu = single-row number of 
heat transfer units 

P(x) = 

p(x) = 

R = 

r = 

t, f = 

T, T' 

U = 

Z = 

z = 

(t'-t)/(T-t) = fluid 1 
effectiveness 
effectiveness density, 
defined in equation (10) 
effectiveness density of 
flow-reversed process 
c/C = fluid 1 heat 
capacity rate ratio 
single-row heat capacity 
rate ratio 
fluid 1 inlet and outlet 
temperatures, °C 
fluid 2 inlet and outlet 
temperatures, °C 
overall heat transfer 
coefficient, W/°C m2 

accumulated heat capaci
ty rate fraction 
thermal matrix of com
ponent labeled Z 
transverse coordinate in 
an unmixed stream, m 

A = quantity defined in equa
tion (28) 
quantity defined in equa
tion (25) 
quantity defined in equa
tion (19) 
quantity defined in equa
tion (18) 

Subscripts 
a, b refer to configurations of 

Figs. 5(a) and 5(6) 
COC = refers to overall cocur-

rent series connection 
COU = refers to overall counter-

current series connection 
PAR = refers to parallel 

connection 
4, 6, 8 = refer to four-pass 

countercrossflow ex
changers with 4, 6, and 8 
rows 
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(8) 

flow of both fluids, is described by a matrix M such that 
(Pignotti, 1985) 

Mn(x',x) = Mn(x,x') 

Mn(x', x)=M2i(x, x')/R 

M2l(x', x)=Ml2(x, x')R 

M22(x', x) = M22(x, x') 

III Special Cases With Mixed Streams 

We often deal with the special case in which one of the 
fluids, which we choose to be fluid 2, is perfectly mixed in the 
inlet and outlet streams (but not necessarily inside the ex
changer). In this case, some of the dependence of the thermal 
matrix on the heat capacity rate fraction variables drops out, 
and equation (5) becomes 

t'(x') 

T Jo 

Mn(x', x) 

M2l(x) 

Mn(x') " 

M22 J 

" ' ( * ) " 

V T 
dx 

(9) 

If, moreover, the inlet stream of fluid 1 is also mixed, such 
as sketched in Fig. 1(a), i.e., if the inlet temperature t is in
dependent of x, we can define an effectiveness density 

p(x') = [t'(x')-t]/[T-t] (10) 

and integrate equation (9) over x, which yields 

t'(x')' 

T' 

Mn(x') Mn{x') 

M2X M22 

l-p(x') p(x') 

RP X-RP 

" t 

T 

' t 

T 

where the total effectiveness P is given by 

P= \ p(x)dx 
Jo 

(11) 

(12) 

Conversely, if the outlet fluid 1 is mixed, but not the inlet 
one, as shown in Fig. 1(b), we can write 

t' "1 , i I" Mn(x) Mn 1 r t(x) 

T \ J° L M2l{x) M22 J L T 

If, in analogy with equation (11), we define 

p(x) = l-Mn(x) 

using equations (6) and (7) we obtain 

l-p(x) P 

dx (13) 

[M(x)] •• 
Rp(x) 1-RP 

with 

P= [ p(x)dx 
Jo 

(14) 

(15) 

Observe that, from equations (8) and (14), it follows that M12 

= p(x), i.e., p(x) is the effectiveness density of the con
figuration obtained after reversing both fluids in the ex
changer of Fig. 1(b). 

In summary, equations (11) and (14) exhibit the most 
general expressions for the matrices that describe the ex
changers sketched in Figs. 1(a) and 1(b), respectively, under 
the current assumptions. 

IV Elementary Example 

Consider the elementary crossflow exchanger of Fig. 2, con-

T 

T'(x') 

A A A A A A A A A A A A A A A 
i i i i i i i i i i i i i i i 
i i i i i i i i i i i i i i i 
i i i i i i i i i i i i i i i 
i i i i i i i i i i i i i i i 

A A A A A A A A A A A A A A A 
I I I I I I I I I I I I I I I 
I I I I I I I I I I I I I I I 

T ( x ) 
Fig. 2 Single row of tubes in crossflow 

sisting of a single row of tubes, in which fluid 1 is the unmixed 
out-of-tube fluid, and fluid 2 the perfectly mixed tube fluid. 
For this exchanger we can write (Braun, 1975; Pignotti and 
Cordero, 1983) 

t'(x') = pt(x') 

+ ( l - p ) e x p ( - A x ' ) \T+\\ exp(\x)t(x)dx\ 

and 

with 

and 

7"=exp(-X) >J: r + X exp(\x)t(x)dx 

p = exp( - ntu) 

(16) 

(17) 

(18) 

(19) \ = r ( l - p ) 

Here ntu is the single-row number of transfer units, which, in 
this case, happens to coincide with NTU, the number of 
transfer units of the whole exchanger. Correspondingly, r is 
the single-row heat capacity rate ratio. 

Equations (16) and (17) can be easily cast into the form of 
equation (9) setting 

Mn(x',x) = p8(x' -x) + X ( l - p ) e x p [ - X ( x ' 

-x)]H(x'-x) 

Mn(x') = ( l - p ) e x p ( - X x ' ) 

M2l(x) = Xexp[-X(l -x)] 

M22 = exp(-X) (20) 

where 8 (x' —x) is Dirac's delta function, such that 

[ 5(x'-x)f(x)dx=f(x') 

provided a<x' <b, andH(x' —x) is the step function 

'1 for x' >x, and 

,0 for x'<x 
H(x'~x) = 

The above expressions are simplified if the inlet out-of-tube 
temperature is assumed to be constant, in which case the x in
tegration can be performed explicitly, and we obtain 

p ( x ' ) = ( l - p ) e x p ( - A x ' ) (21) 

and 

P = [ l - e x p ( - X ) ] / i ? (22) 

In the same fashion, if the inlet fluid 1 is allowed to be x 
dependent, but the outlet one is assumed to mix perfectly, 
equations (13)—(15) apply, and we obtain, after integrating 
over A:' 

P(*) = ( l -P)exp[ -X( l -

P is again given by equation (22). 

•x)] (23) 
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V Composite Arrangements 

The expressions obtained in the previous section can be used 
as basic building blocks to construct quite elaborate ar
rangements. In this section, following fairly simple coupling 
rules (Pignotti, 1986b), we obtain properties of some com
posite arrangements in terms of those of the constituents. 

(A) Series Coupling of Two Exchangers, Overall Parallel 
Flow Connection, Intermediate Fluid 1 Unmixed. This ar
rangement, the effectiveness of which we denote by P c o c , is 
sketched in Fig. 3(a). For it we can write 

Mn = l-Pcoc=\ Zu(x')An(x')dx' +Zi2A2l 

where we have denoted by A and Z the thermal matrices cor
responding to the lower and upper parts of the diagram. Using 
the expressions of equations (11) and (14), we obtain 

PCOC=PA+PZ-RPAPZ-V (24) 

where 

a ) b) c ) 

V= PA(x)pz(x)dx 
Jo 

(25) 

If the exchanger Z coincides with A, except for the inversion 
of the direction of flow of both fluids, we have 

so that 

with 

Pz (x)=PAM and Pz = PA 

PCOC = 2PA-RP2A-V 

= 2PA-(R+\)PA-A 

(26) 

(27) 

A = ( l / 2 ) j o Jfl \pA(x)-pA(x')]2dxdx' 

= r,-P2
A>0 (28) 

This shows that, in such cases, the simplifying assumption of 
mixing of the intermediate stream, which leads to equation 
(27) with A = 0, is not on the safe side. This is the generaliza
tion of a similar result obtained for divided-flow exchangers 
(Pignotti, 1986a). 

(B) Series Coupling of Two Exchangers, Overall 
Counterflow Connection, Intermediate Fluid 1 Un
mixed. For this case, shown in Fig. 3(6), we write 

Mu = 1 - ^ c o u = Jo Zn(x)Au(x)dx+ 

j o Zn(x)An(x)dx\g Z2i(x)An(x)dx 

1- I Z21(x)An(x)dx 

(29) 

whence 

Pcov=Pcoc/V-Rv) (30) 

Again, whenp z (x) = pA (x), we obtain 

Pcou=(2PA -RPA-y)/(\ -RV) = 

= [2PA-(R + l)P2
A-A]/[l-RPA-RA] (31) 

and it is easy to prove that PCou ' s lower than the effectiveness 
of a similar assembly with perfect mixing of the intermediate 
fluid 1, for which equation (31) holds with A = 0. 

(C) Coupling of Two Exchangers With Fluid 2 in Parallel, 
Intermediate Fluid 1 Unmixed. For this arrangement, shown 
in Fig. 3(c), we have 

l i i i i in iilillU 

Fig. 3 Examples of composite arrangements with intermediate fluid 1 
unmixed: (a) series coupling, overall parallel flow; (b) series coupling, 
overall counterflow; (c) parallel coupling 

a ) 

* T ' 

•rF=rr—n=rr—rr^TT"T 23 

"TT=STT"TT=RT"TT=STT"TTfeH 

rpTT==H-"TT^rT"TT^TT"TTp7* ! t 

G ^ D : : : H ^ D : : : : G ^ I I : : : C ±y 

T 

b) 
* t 

:GED:: : iHDZiHD:: : r5p 
rT==TT~-TT==rT-"TT==TT"-TTS=rv 

G^DIIITa^DIIIIGSDIIIIGr^'7 
2> 

T""TT^TT"TT^TT~-n==TT"-TT^T) 

-TT^rr--T^=rr"-T^=rT"TTs=^/ 

T' ! t 
Fig. 4 Cross section of U-tube bundle showing alternative two-pass 
connections: (a) first tube pass through rows 6, 5, and 4, and second 
pass through rows 3,2, and 1; (6) first tube pass through rows 6,4, and 2, 
and second pass through rows 5, 3, and 1 

whence 

- ^ P A R = j 0 Zn{x)An(x)dx=\-PA-Pz + -q (32) 

PPAR=PA+PZ-V (33) 

VI Other Arrangements 

We apply the formalism developed above to the com
parative analysis of the two alternative arrangements of Figs. 
4(a) and 4(b), which are made out of the same U-tube bundle. 
Figures 5(a) and 5(b) show the corresponding schematic con
figurations, that, in what follows, we label a and b, respective
ly. For both of them, we assume fluid 1 to be unmixed 
throughout, except for the inlet and outlet streams, which we 
take as perfectly mixed. 
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The a configuration is an example of the coupling described 
in point B of Section V above, in which the components Z and 
A are single-pass, three-row crossflow exchangers. Therefore, 
the overall effectiveness is given by equation (31) with (Pignot-
ti, 1986b) 

PA = a0I0(\) +o1/,(X) + «2/2(X) 

r, = a2/0(2X) + 2fl0fl,/,(2X) +fi|/4(2X) 

+ (of + 2a0a2)I2 (2X) + 2o, a2I3 (2X) 

«0 = l - p 3 

a 1 = X ( l - p ) 2 ( l + 2 p ) 

a2 = X 2 ( l -p)V2 

p = exp(-NTU/6) 

X = 37?(l-p) 

7„(X)= x"exp(-\x)dx 
Jo 

= « ! [1 - (1+X+ . . . + XV«!)exp(-X)]/X" + 1 (34) 

The analysis of Fig. 5(b) is somewhat more complex because 
it requires the breakdown of the exchanger into three sections 
shown in Fig. 6. Each section is a two-pass, two-row counter-
crossflow exchanger, and for the whole assembly we can write 

a ) 
- T 

• T ' 

4 
! t ' 

f t 

b) 

' 

T 

T ! » ' 

SB* 

k 
i 1 t 

M , , = l - P , 
»-\o Jo 

Zn(x')Mu(x',x)Au(x)dx'dx (35) 

Mn, and y4u in the integrand of The matrix elements Zn 

equation (35), can be obtained from the single-row expressions 
given in Section IV. The result for the overall effectiveness is 

Pb = l-piJo-K^+KiJi+K^Ji-K^ 

where 

Kl = Xj8(l+p)/2 

K2 

K3 

J 

Jo 

h 

= Xa( l -p ) /2 

= \ 8 ( l - p ) 

= X( l -p 2 ) 

= ( l - p 2 ) / ( 2 7 ) 

= a/X2 

= [\+p + (l-p)/X1]/2 

X = exp(X) 

= l+2a/3-2a/ 0 (X)( l + l/JQ 

+ a2I0(2\)(l + l/X2) 

= -a + XI0(\)-aI0(2\) 

= - /3 + /0(X)-a/0(2X) 

= a l3/2+[l + (a-/3)/3/2 + ^]/X 

+ ( / 3 / 2 - l - a - 3 / W 2 ) / 0 ( X ) / X + a/0(2X)/X 

-a / 1 (X)+a 2 / 1 (2X) 

I T 

j j l j l l l j 
M 

iiiliiii 

T 
T' 

Fig. 5 (a) and (b) Schematic drawings for the geometries of Figs. 4(a) Fig. 6 Diagram showing the geometry of Fig. 5(b) as parallel connec-
and 4(b), respectively tion of three exchangers A, M, and Z 

NTU 

Table 1 Effectiveness of Ihe configurations of Figs. 5(a) and 5(b) 

# = 0.2 R = 0.5 R=l.O # = 2.0 J? = 5.0 

Pa Pb Pa Pb Pa Pb Pa Pb Pa Pb 

0.1 
0.5 
1.0 
2.0 
4.0 

0.0943 0.0943 
0.3802 0.3792 
0.6025 0.5985 
0.8241 0.8148 
0.9571 0.9472 

0.0930 0.0930 
0.3610 0.3588 
0.5590 0.5502 
0.7570 0.7336 
0.8956 0.8546 

0.0909 0.0908 
0.3312 0.3274 
0.4912 0.4767 
0.6412 0.6007 
0.7503 0.6597 

0.0868 0.0867 
0.2794 0.2739 
0.3784 0.3598 
0.4482 0.4010 
0.4828 0.3893 

0.0760 0.0758 
0.1758 0.1701 
0.1954 0.1818 
0.1997 0.1740 
0.2000 0.1583 
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Here p, A, and /„ (X) coincide with those of configuration a, 
and are given by equations (18), (19), and (34), respectively. 

Table 1 shows a comparison of the effectiveness for the two 
configurations. It is clear that arrangement a is preferable, 
because the effectiveness is consistently higher (24 percent for 
R = 2 and NTU = 4). This can be understood from the 
following argument in which, for concreteness, we take the 
tube fluid to be the hot one. In configuration a the cold fluid 
first meets the three tubes of the second hot fluid pass, and 
then meets the hotter tubes of the first pass. In contrast, in 
configuration b, the cold fluid meets alternatingly second-pass 
and first-pass tube rows. This alternation of hot and not-so-
hot fluid is clearly undesirable, and is responsible for the lower 
effectiveness of this configuration. 

It should be pointed out that the numerical results of Table 
1 are obtained from the analytical expressions given in this and 
the previous section, in terms of rational and exponential 
functions. Even though we use a matrix formalism, no 
numerical matrix operations, such as multiplications or inver
sions, are performed. Therefore, there is no reason to expect 
enhancement of numerical errors beyond those typical of 
standard computer accuracy. This same comment applies to 
the numerical results shown in the following section. 

VII Extension to Multiple Streams 

Just as equation (1) can be generalized to the expression of 
equation (2) in the case of multiple mixed streams, it is also 
possible to generalize equation (5) to the case of multiple un
mixed streams. The result looks like equation (2), with the 
following straightforward changes: 

• outlet stream temperatures are functions of x' 
• inlet stream temperatures are functions of x 
• matrix elements are functions of x and x' 
• the right-hand side is integrated over x from zero to one. 

We illustrate this more general situation analyzing again a 
six-row countercrossflow exchanger, but this time with four 
passes on the tube side. Figure 7 shows a cross section of the 
tube bundle, in which only eight tubes are exhibited in each 

row, although any even number would do equally well. The 
tube rows are numbered from 1 to 6 in the order in which the 
out-of-tube fluid meets them, and the arrangement is such that 
the inlet tube fluid in the front header is evenly split into 
twelve tubes: all the tubes in row 6, and half of those in row 5. 
After mixing in the back header, the tube fluid flows back 
through the remaining four tubes of row 5, plus all the tubes in 
row 4, and a similar pattern is followed in rows 3 to 1. Com
plete lack of mixing of the out-of-tube fluid is assumed 
throughout the exchanger: neither in the direction of the u axis 
in Fig. 7, nor in the direction of the tubes, i.e., the normal to 
the plane of Fig. 7. 

The problem of determining analytically the thermal effec
tiveness of this arrangement looks formidable. We show 
below, however, that this can be done using the formalism 
previously developed. But before attempting the calculation, it 
is sensible to ask what result one should expect. A plausible 
answer is that, this being a four-pass countercrossflow ex
changer with six rows, the effectiveness, which we denote P6, 
should be somewhere between P4 and Pg, which correspond to 
similar exchangers with the same number of passes and four 
and eight rows, respectively. This reasoning is by no means 
rigorous, and we test it below with the exact solution. 

The first step in the solution of this problem is to consider 
the geometry of Fig. 8(a), which involves only one vertical 
"slice," i.e., two columns, of the diagram of Fig. 7. It is clear 
that R, NTU, and P for this "slice" are equal to those of the 
whole exchanger, and, therefore, the problems of Figs. 7 and 
8(a) are equivalent. We further divide the latter into its upper 
and lower halves, as schematically indicated in Fig. 8(b), and 
realize that the upper part coincides with the lower one, except 
for the inversion of the direction of flow of the five streams in
volved (two inlet and three outlet streams for the lower part A, 
and vice versa for the upper part Z). The scheme is therefore 
quite analogous to that of Fig. 3(b), except that we now have 
two intermediate unmixed streams for fluid 1, rather than only 
one. For the lower half we can write 

a ) b) 

( D O © © © © © ® 
© ©/© © © ©\© © 
© © © © © © © © 
© © © © © © © © 
© ®\© © © ©/© © 
® ® ® ® ® @ ® ® 

ROW 

6 

5 

4 

3 

2 

1 

Fig. 7 Cross section of tube bundle with six rows and tour passes; 
numbers inside tube sections identity the pass number 

© © 
©/© 
@© 
©@ 
0\© 
© © 

JT \x_ 

T" 1 " U ) T " ( x ) 
I 2 

kkk kkk 

* t 

Fig. 8(a) Section of the exchanger of Fig. 7 used to calculate the effec
tiveness; (b) analysis of (a) in terms of two coupled exchangers with two 
intermediate unmixed streams for fluid 1 

Table 2 Comparison 
exchangers, with four, 

NTU 

i? = 0.2 

PA P6 

of the effectiveness of four-
six, and eight rows 

^8 PA 

R = l.O 

P6 P* 

pass countercrossflow 

R = 5.0 

PA Pe PS 

0.1 0.0943 0.0943 0.0943 
0.5 0.3806 0.3805 0.3806 
1.0 0.6043 0.6041 0.6044 
2.0 0.8293 0.8289 0.8295 
4.0 0.9634 0.9631 0.9641 

0.0909 0.0909 0.0909 
0.3328 0.3326 0.3328 
0.4974 0.4968 0.4976 
0.6578 0.6563 0.6586 
0.7760 0.7752 0.7802 

0.0761 0.0761 0.0761 
0.1772 0.1770 0.1772 
0.1965 0.1964 0.1965 
0.1998 0.1998 0.1998 
0.2000 0.2000 0.2000 
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t"(x) 

ti'(x) 

T' 

l-Piix) px(x) 

l-p2(x) p2(x) 

RP, l-RP, 
T" 

with 

PA=\jodx{pl(x)+p2(x)]/2 

and, for the upper one, 

(36) 

(37) 

t' 

'-pit Jo 

Rpdx) Rp2(x) 1-RPA 

t"(x) 

t2(x) 

T 

dx (38) 

The same procedure used in Section V(A) leads again to the 
expression of equation (31), where rj is given by 

•n = f dx\p\(x) +p2
2(x)]/2 = fo, + V2)/2 

Jo 
(39) 

A result of this type could have been guessed because, after 
all, the difference between two intermediate unmixed streams 
(as in Fig. 8(b)), and a single one (as in Fig. 3(b)), is almost 
semantic. The problem is then essentially solved if the expres
sions for p1 and p2 are found. Careful application of the 
coupling rules with the building blocks described above leads 
to 

Pi (x) = a,exp( - \x) + bjXexp( - \x) 

+ c,exp(X*) + djXexp(\x) 

where / is either 1 or 2, and 

a, = ( l - p ) [ l + p - f i ( l + 3p)/4] 

bx = ( l -p ) 2 X(l - f i /2 ) 

c, = fi(l+p)2/4 

d, = b2 = 0 

a2 = ( l - p ) ( l - Q [ 3 + p + 2X(l-p)]/4J 

c2 = fi[3 + 2p + 3p 2+2X(l-p 2 ) ] /4 

d2 = - f iX( l -p 2 ) /2 

Q = (l-p)exp(-X)iV/Z> 

p = exp(-NTU/6) 

X = \.5R(1 -p) 

N = [l + X(l-p)/3]exp(-X) 

D = l -2X( l -p ) [ ( l+p) / 0 (2X)+X( l -p ) / , (2X) ] /3 

Hence 

PA = [(«1+ff2)/0(X)+Z7I/1(X) + (c 1 +c 2 ) / 0 ( -X) 

+ d2Il(-\)]/2 

r,, = «?/0(2X) + 2a,6;/,(2X) + b}I2(2\) 

+ cjI0(-2X)+2cidiIl(-2\)+djI2(-2\) 

+ 2aici + ajdj + bjCf + 2bidi/'i 

P6 is then obtained using equation (31) for PCo\j and equation 
(39). 

Table 2 shows a comparison of P4, P6, and Ps, for several 
values of R and NTU. The values of P 4 and Ps are computed 
following a more conventional approach (Pignotti and Cor-
dero, 1983). Contrary to the expectations stated above, P6 

does not turn out to be bracketed between the other two values 
but, rather, is smaller than both of them. The effect is, 
however, quite small, and the calculation shows that using P 4 

in place of P6 is a good approximation. 

VIII Conclusions 

The matrix operator formalism presented here is the natural 
tool to deal with unmixed streams in the thermal description 
of heat exchangers, under commonly used simplifying 
assumptions. In conjunction with symmetry properties and 
coupling rules, it is of great value in obtaining analytical solu
tions for the effectiveness of quite elaborate configurations. 
Because of the approximations that underlie this treatment, 
these solutions are not the ultimate answer to the problem of 
thermal design. They can be used, however, to unveil some 
mechanisms that are certainly present, and would be less ap
parent in a purely numerical approach. 
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Design of Multipass Heat 
Exchangers: an Alternative 
Approach 
Multipass heat exchangers are often designed according to the rule of thumb 
FT>0.75. This criterion can give rise to poor designs. It is the slope (dFT /9P)R that 
is important, not just the absolute value of FT . Furthermore, in multishell ar
rangements, the number of shells required is usually evaluated by trial and error. 
This paper introduces an approach based on a new parameter that is an alternative 
to FT factors. The method is fully compatible with established design practice, takes 
account of the FT slope, and evaluates the number of shells explicitly in multishell 
cases. 

1 Introduction 

One of the most common types of shell-and-tube exchanger 
is the 1-2 design (1 shell pass-2 tube passes). Because the flow 
arrangement involves part countercurrent and part cocurrent 
flow, the effective temperature difference for heat exchange is 
reduced compared with a purely countercurrent device. This is 
accounted for in design by the introduction of the FT factor 
into the basic heat exchanger design equation, as discussed by 
Bowman et al. (1940) 

R = CPH/CPC = (TCo - Tc,)/{Tm - TH0) 

Q=UAATLMFT (1) 
The FT correction factor is usually correlated in terms of two 
dimensionless ratios, the thermal effectiveness of the ex
changer (P) and the ratio of the two heat capacity flow rates 
(R). 

At the early stages of design, engineers need to be able to 
screen alternative designs before going forward to more de
tailed calculations. These alternatives include not only dif
ferent types of exchanger, but also in the case of 1-2 designs, 
multiple shell arrangements forced by unacceptably low values 
of FT. If multiple shells are required then the most common 
practice is to adopt a trial-and-error approach in which the 
number of shells in series is progressively increased until a 
satisfactory value of FT is obtained for each shell. 

This paper describes an alternative approach to the design 
of 1-2 exchangers, particularly useful in the early stages of 
design, which does not rely directly on FT factors. The ap
proach is fully compatible with established design procedures 
and offers two distinct advantages: 

(0 It generates better designs than those based on tradi
tional rules of thumb for specifying minimum permissible FT 

be avoiding uncertain areas of the FT chart more effectively. 
(H) For multishell arrangements, the number of shells does 

not need to be evaluated by trial and error but can by 
evaluated explicitly. 

2 F T Correction Factors 

Graphical and analytical correlations exist for FT based on a 
number of assumptions concerning the heat transfer in a 1-2 
exchanger (see Bowman et al., 1940). Important among these 
are that the streams assume constant heat capacity flow rates 
and that the overall heat transfer coefficients remains fixed. 
The correlations are then normally expressed in the form 

FT=f{R, P) (2) 
where 

and 

(3) 

(4) 

(3a) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
23, 1987. Keywords: Heat Exchangers, Modeling and Scaling. 

P- (7/fi ~ THo)/(THi - Ta) 

Some designers use the alternative definitions 

R' = CPC/CPH = {Tm - THo)/(TCo - Tci) 

and 

P'=(TCo-Ta)/(THi-Ta) (4a) 

instead of R and P. Whichever of the two conventions is 
adopted is immaterial in determining the value of FT for given 
exchanger profiles. This results because 

R' = l/R, P'=RP 

and 

FT{R, P)=FT(l/R, RP) = FT(R', P') = FT(\/R', R'P') 

Three basic situations can be encountered when using 1-2 
exchangers (Fig. 1): 

(a) We have a temperature approach. This situation is 
straightforward to design for using a single 1-2 shell. 

(b) We have a small temperature cross. This situation is 
usually straightforward to design for and again can probably 
be accommodated in a single shell. 

(c) We have a large temperature cross. Local reversal of 
heat flow may be encountered, which is wasteful in heat 
transfer area. The design might even become infeasible. 

One basic question therefore remains: How much 
temperature cross can we tolerate before encountering reversal 
of heat flow or infeasibility? Clearly, infeasible exchanger 
designs returnFT<0, but havingFT>0 is not enough to make 
a design practical. A commonly used rule of thumb requires 
FT-> 0.75 for the design to be considered practical as discussed 
by Kern (1950). 

However, the use of the criterion FT>0.15 for 1-2 ex
changers is only a rule of thumb and can lead to poor designs 
if not used with caution. 

The fact that designs using values of FT less than 0.75 are 
unacceptable is not solely due to the inefficiency of the chosen 
configuration. Bell (1984) has pointed out that the whole 
method is only approximate since it is based on certain simpli
fying assumptions. Any violation of the simplifying assump
tions will tend to have a particularly significant effect in areas 
of the FT chart where slopes are particularly steep. For exam
ple, in an exchanger with a close temperature approach, bun
dle and baffle bypassing not accounted for in the approach 
can result in an exchanger that is not just inefficient but is 
thermodynamically infeasible. Any uncertainties or inac-
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Temperature Temperature 
1 Shell Pass- 2 Tube Passes 

0 0-1 0-2 0-3 0-4 05 0-6 0-7 0-8 0-9 1-0 

Fig. 1 Three basic temperature situations can be encountered when 
using 1-2 exchangers 

curacies in design data also have a more significant effect 
when slopes are steep. 

Consequently, if we are,to be confident in a design, we 
should avoid those parts of the FT chart where slopes are 
steep, irrespective of F r > 0 . 7 5 . These considerations have 

FT 

0 0-1 02 0-3 0-4 0-5 0-6 0-7 0-8 0-9 10 

Fig. 2 A line of constant slope can be defined to separate regions of 
preferred design from regions of unacceptable design 

been acknowledged previously in qualitative form by Taborek 
(1979, 1983b) and Liu et al. (1985), but they do not appear to 
be widely practiced. This is probably because no easily inter
preted rules of thumb are available. 

These arguments can be made quantitative by introducing a 
line of constant slope, that is 

(dFr/dP)R = const 

The expression for (dFr/dP)R for 1-2 design has been derived 
byMitson(1984)as 

(dFT/dP)R = [FT/P(l-P)] 

- [(1 - P)F2
T/^2P] [13/(2 - P/3) - a/(2 - Pa)] (5) 

where a = 2 - V2 and 0 = 2 + V2. 
A line of constant slope that follows the same slope as the 

point FT = 0.75 at R=\ has (3FT/dP)R = - 2 . 8 , and is il
lustrated in Fig. 2. Design can be carried out with far greater 
confidence above the line of constant slope irrespective of 
FT>Q.15. The line of constant slope shown in Fig. 2 was 
chosen simply to be in line with current acceptable design 
practice. More conservative design would require a line of less 
steep slope, say for example (dFT/dP)R = - 1. The value of the 
slope to be tolerated is at the discretion of the designer, similar 
to the lowest value of the FT correction factor in the tradi-

Nomenclature 

A = heat exchange area, 

CPr = 

CP„ = 

FT = 

iV = 

P = 

1,2 

l,2max 

trr 
heat capacity flow rate 
of cold stream, 
kW/°C 
heat capacity flow rate 
of hot stream, kW/°C 
logarithmic mean 
temperature difference 
correction factor 
number of 1-2 shells 
in series 
heat exchanger thermal 
effectiveness, equation 
(4) 
maximum (asymptotic) 
value of P, equation 
(7) 
thermal effectiveness 
for a single 1-2 shell 
maximum (asymptotic) 
value of Pi 2, equation 
(7) 

PN,2N - overall thermal effec
tiveness for N 1-2 
shells in series 

Q = exchanger heat duty, 
kW 

R = heat capacity flow-rate 
ratio, equation (3) 

T 's = inlet and outlet 
temperatures to an ex
changer, °C 

Ta = cold stream inlet 
temperature, °C 

TCo = cold stream outlet 
temperature, °C 

THj = hot stream inlet 
temperature, °C 

THo = hot stream outlet 
temperature, °C 

ATt = temperature difference 
at exchanger hot end, 
°C 

ATC = cold stream 
temperature change, 
°C 

ATH - hot stream 
temperature change, 
°C 

ATLM = logarithmic mean 
temperature dif
ference, °C 

U = overall exchanger heat 
transfer coefficient, 
kW//i22°C 

XP = Ratio of actual to 
maximum thermal ef
fectiveness in a single 
1-2 exchanger, equa
tion (7) 

{dFT/dP)R = slope of FT line 
against P for a given 
value of R on the FT 

chart 
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tional approach. The slope becomes a particularly important 
consideration when 1-2 exchangers are to be used in situations 
in which the overall heat transfer coefficient varies ap
preciably over the length of the exchanger (see Bannerot and 
Mahajan, 1978). 

3 A Simple Design Criterion 

Although the constant slope criterion outlined in the 
previous section is an effective means of avoiding undesirable 
areas of the FT chart, it is rather complex to evaluate and use. 
A simpler approach, which retains the essential advantages of 
the constant slope approach, is possible and will now be 
developed. 

This alternative approach is based upon the observation 
that for any value of R there is a maximum asymptotic value 
for P, say Pm3X, which is given as FT tends to -<». This 
represents the limit of thermal effectiveness in feasible 1-2 ex
changer design for given heat capacity flow rates. An expres
sion for Pmax has been stated by Taborek (1983a) and also 
derived by Mitson (1984); it takes the form 

P, = 2/(i? + l+Vtf2 + l) (6) 

A 1-2 exchanger designed for P=Pmax will not be feasible. 
However, exchangers with P<Pmax will be feasible. We can 
define a practical design to be limited to some fraction of J°max 

according to 

P=XPPmm, where 0 < A > < 1 (7) 

and XP is a constant defined by the designer. 
A typical profile for equation (7) with XP = 0.9 is shown in 

Fig. 3 and compared with the line of constant slope for 
(dFT/dP)R= - 2 . 8 . It can be seen that the line XP = const 
follows the same basic profile as the line of constant slope. 

In fact, the relationship between the slope (dFT/dP)R and 
the parameter XP can be expressed concisely (Fig. 4). To ob
tain the simple mapping between the constant slope and con
stant XP criteria, P = XPPmax = 2XP/(R + 1 + Vfl2 + 1) is sub
stituted into the expression for (dFT/dP)R. In practice, the 
slope of the line R=\ on FT charts can be taken as a 
reasonable median from which to obtain XP values against 
(dFT/dP)R. In summary, two competing criteria have been 
developed for exchanger design that are equally good. The 
constant XP approach is simpler to use than the constant slope 
approach. However, we have only considered designs that re
quire single 1-2 shells. Once designs that require multiple 
shells are considered, the constant XP approach shows even 
more significant advantages over the constant slope approach. 

4 Design with Multiple 1-2 Shells 

Designers often encounter situations where the FT is too low 

1 Shell Pass - 2 Tube Passes 

FT 

0 0-1 0-2 0-3 0-4 0-5 0-6 07 08 09 10 

Fig. 3 A line of constant slope can be closely approximated by a line of 
constant Xp 

or the FT slope too large. If this happens, they may be forced 
to consider either different types of shell or multipe shell ar
rangements (Fig. 5). The present paper will concentrate on 
multiple shell arrangements of the 1-2 type. The profiles 
shown in Fig. 5 could in principle be achieved either by two 
1-2 shells in series or a single 2-4 shell. These two ar
rangements will be considered equivalent in design terms, 
displaying the same temperature profiles. Various ways of 
evaluating design situation that require multiple 1-2 shells in 
series will now be explored. 

(a) Traditional Design Practice. Traditionally, the 
designer would approach a problem requiring multiple shells 
by trail and error. The design begins by assuming a number of 
shells, usually one in the first instance, and the FT is 
evaluated. If the FT is not acceptable then the number of shells 
in series is progressively increased until a satisfactory value for 
FT is obtained for each shell. The task is simplified by having 
subcharts that evaluate the performance of the overall unit for 
arrangements of 2, 3, 4, etc., shells in series (see Bowman et 

0 0-1 0-2 0-3 0-4 0-5 0-6 0-7 0-8 09 1-0 

XP 

Fig. A The relationship between lines of constant slope and parameter 
Xp can be determined knowing the value of ft 

Temperature Temperature 

+- temperature 
' crosses 

smaller 

<c=> 
i> 

Enthalpy 
*—1> 

Length 

Fig. 5 Two 1-2 shells in series or a single 2-4 shell 
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al., 1940). We emphasize again that achieving minimum FT 
may not be sufficient to achieve a satisfactory slope. 

The traditional approach can be demonstrated using a sim
ple example. A hot stream is to be cooled from 410°C to 
110°C by exchange with a cold stream being heated from 0°C 
to 360°C, using 1-2 shells. For the problem overall /? = 1.2 
and P=0.73. Try one shell initially and the problem is 
infeasible. 

Adding another shell in series does not solve the problem 
since FT is still infeasible. Three shells return a feasible 
F r = 0.65 against the appropriate chart for three shells. This 
FT is too low and yet another shell is required. For four shells 
F r = 0.8 against the corresponding chart. This looks to be a 
reasonable solution to the problem as far as F r>0.75 is con
cerned, leaving for the moment FT slope considerations. 

Although this basic approach is the one most commonly 
used to determine the minimum number of 1-2 shells in series, 
trial and error is in fact not needed. Various ways of tackling 
this will now be explored. 

(b) Simple Stepping-Off. The simplest method for 
multishell design is "stepping-off" as discussed by Bell (1983) 
and Liu et al. (1985). The method is illustrated in Fig. 6. 
Starting at the final cold stream temperature we project across 
horizontally to the hot stream, then vertically down to the cold 
stream and so on. Each step then corresponds to one shell. 
The basis of this method is to terminate each shell such that 
the outlet temperature of the hot stream equals the outlet 
temperature of the cold stream, giving zero temperature cross. 
This is often conservative in design because, in practice, some 
degree of temperature cross in each shell can usually be 
tolerated. Therefore, fewer shells are often required than sug
gested by this method. 

One important point that should be understood about sim
ple stepping-off is that each shell will have the same FT. This 
results from: 

(1) R being constant as a result of heat capacity flow rates 
being constant. 

Stepping - off 

u Temperature 

410° 

360° 

110c 

Enthalpy 

5 Shells suggested 

(2) P being constant for all shells as a result of each step 
being geometrically similar. 

Since both R and P are constant for each step then FT must 
also be constant. 

Recognizing that this method gives constant FT in each shell 
and is conservative in not allowing any temperature cross, a 
simple modification to the technique can allow us to step-off 
for any prespecified FT. 

(c) Stepping-Off With Prespecified FT. Rather than 
stepping-off as shown in Fig. 6, we could step-off with a 
temperature cross as shown in Fig. 7. Providing the same 
geometry is maintained for each step, then FT must remain 

Stepping-off for FT >0-75 

h Temperature 

410° 

360° 

FT > 0-75 
FT = 0-75 

110° 

Enthalpy 

4 Shells suggested 
Fig. 7 Stepping-off can also be performed for temperature cross to 
achieve a prespecified value of FT in each 1-2 shell 

i Temperature 

110° 

Fig. 6 The simplest method for multishell design is "stepping-off" 
(with no temperature cross allowed) 

Enthalpy 

Fig. 8 The slope of the first step is given by AT.,, fi, and P 1 2 (which 
depends on Xp). Continuing to step-off with the same slope will deter
mine the number of shells required to satisfy a given value of X p 
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constant in each shell. The designer can then step-off with a 
specified FT as follows. 

The unknown temperatures for the first step, THo and Tci, 
can be calculated from R, FT, THh and TCo using equations 
(2), (3), and (4). This then establishes the step slope and the re
mainder of the problem can be stepped-off with the same 
slope as shown in Fig. 7. (Note that the slope referred to here 
in stepping-off is fundamentally different from the slope of 
(dFT/dP)R discussed earlier.) 

It makes no difference whether the FT for stepping-off is 
chosen on the basis of traditional rules of thumb, such as 
FT>0.15, or a chosen value for (dFT/dP)R, becauseFT is con
stant for each step in either case. However, we have yet 
another possibility for a stepping-off criterion, that is, a 
chosen value for XP. As we will see, this offers definite advan
tages over (dFT/dP)R = const. 

(d) Stepping-Off With Specified XP. The temperature 
span covered by a single 1-2 shell will determine its value of P. 
Next, we know that Pmax for each shell is determined fully by 
the ratio of heat capacity flow rates, R, in equation (6). 

Introducing XP, say XP = Q.9, will fix P through equation 
(7). The value of P so chosen in each shell, P 1 2 , is sufficient 
information to place the steps. The size of the first step is eas
ily deduced by reference to Fig. 8. 

P , 2 for a given step-size is defined by 

(8) 

(9) 

Pli2 = ATH/(ATl+ATc) 

Since R = ATC/ATH, then equation (8) gives 

Pia = ATH/ATl+RATH) 

which can be rearranged to 

ATH = ATl[Plt2/(\-RPl.2)] (10) 

Since P12 is determined fully from R and XP, equations (6) 
and (7), the step slope given by ATH ultimately depends only 
on the designer's choice of XP. 

To complete the design we carry on stepping-off with the 
same step slope. Keeping the same step slope ensures the same 
Xp, the same (dFT/dP)R, and the same FT in each shell. 

Figure 9 shows the example introduced earlier with the steps 
completed for XP = 0.9. This corresponds to FT>0.75 in each 
shell and the problem requires four shells, but now ensuring 
that uncertain areas of the FT chart according to XP = 0.9 have 
been avoided. If a more conservative value of XP is chosen, 
say XP = 0.8, then the step slope will be different, resulting in 
a different number of shells to solve the problem. 

,, Temperature 

110° 

0° 

Xp = 09(ie.FT = 0-75] 

N = 4 Shells 

410° 

360° 

Enthalpy 

5 An Analytical Procedure 

It is possible to transform the graphical stepping-off pro
cedure into a more convenient analytical equivalent by making 
use of the expression of Bowman (1936). This relates the 
overall P for TV shells in series of 1-2 design, PNi2N, w r t n the 
individual P for each shell, P l i 2 , and is of the form: 

(11) N.2N =f{R, P, 2, TV) 

If we apply equation (7), the definition of XP, to this unit 
overall then 

=f(R, XP P , 
,2max» 

TV) (12) 
Recognizing from equation (6) that Pi,2max is only a function 
of R,then 

= / (* , XP, TV) (13) 

If we invert this function we can evaluate TV directly 

N=f-^R,PN,2N,XP) (14) 
Details of the derivation have been given by Ahmad (1985) 
and the final expression is 

R*l: 

N=ln[(l-RPNi2N)/(l~PNi2N)]/\n W (15) 

where 

W= (R + 1 + -JR2 + 1 ~2RXP)/(R + 1 + Vi?2 + 1 -2XP) (16) 

R = l: 

N= (PN,2N/1 - P„ , 2 N)(1 + (V2/2) - XP)/XP (17) 
Equations (15)-(17) return a value of TV that satisfies precisely 
a chosen value of XP throughout the series of 1-2 shells. Tak
ing the number of shells to be the next largest integer above TV 
will result in XP becoming marginally improved (decreased) 
over the originally specified value. These expressions evaluate 
explicitly the minimum number of 1-2 shells required and, at 
the same time, ensure that each shell in the design satisfies the 

110° 

Temperature 

! © 

! 210° 

! 1 6 0 ° > ^ 

i / t 6 0 ° 

310°J/t5V^ 

<^y?k"° 

© 

410° 

360° 

Enthalpy 

overall 

Ncrf 

N ® 

N,ffi 

N,n 

Nm, 

^% = ° 
= 1 

= 1 

= 0 

= 0 

899 

990 

660 

239 

520 

470 

Fig. 9 Stepping-off to meet a given value of Xp is consistent with 
achieving the corresponding value of FT 

Fig. 10 No matter how we divide the problem into sections, there is 
complete additivity among the parts in determining the overall number 
of shells 
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required FT slope criterion given by the specification for XP. 
Applying this analytical approach to the problem in Fig. 9 
with XP = 0.9 we obtain the answer that 3.9 shells are required 
(four shells in practice). 

The expressions given above for the number of shells are 
simple and straightforward to use. FT slope requirements for 
each individual shell are observed through the definition of the 
XP parameter. The reason the method is so straightforward is 
that we no longer include FT explicitly in the analysis. For a 
given problem R is fixed and, XP having been specified, FT 

has also been specified implicitly but is not used directly. 
The authors believe that the introduction of the XP 

parameter both simplifies and improves procedures for the 
design of heat exchangers: 

( i) Better designs are generated than those based on tradi
tional rules of thumb, such as F r > 0 . 7 5 , because uncertain 
areas of the FT chart are avoided more effectively. 

(;7 ) For multishell arrangements the number of shells can 
be evaluated explicitly, requiring neither trial and error nor 
graphic constructions. 

(HI ) For evaluating the number of 1-2 shells in series, 
recourse to FT charts is no longer necessary. 

6 Additivity—an Important Property 

Now that we have the inversion 

N=f~l(T's, desirable i> ) 

=f-\T's,XP) (18) 

one further most important property can be demonstrated. 
Consider again the example introduced earlier. If, instead of 
solving the overall problem for the number of shells, we solve 
the problem in parts and add up the parts, will we always get 
the same result? 

This is demonstrated in Fig. 10. The problem overall re
quires 3.889 shells. If we divide the problem arbitrarily into 
two parts, S, and T as shown, then part S requires 2.899 and 
part T requires 0.990 giving a total of precisely 3.889. It does 
not matter how many sections we divide the problem into and 
how big the sections are, we always get identically the same 
result provided we work in fractional shells. When the 
problem is divided into four arbitrary parts A, B, C, and D, 
adding up the individual shell requirements gives precisely 
3.889 again. 

Concerning consistency between FT charts and the Bowman 
equations we have now established the theoretical link be
tween the number of shells N and FT via the parameter XP. 
We are told that for a given FT (as specified by R and XP) the 
number of shells is additive over any arbitrary number of sec
tions over the exchanger profile so long as we maintain the 
same FT in each section. Additivity in these charts has always 
existed but probably gone unnoticed because: ( i ) FT charts 
could not be constructed for fractional values of TV and (ii) 
The inversion N=f~x{T's, FT) has not been expressed 
previously. 

The additive property takes on fundamental practical 
significance when complex problems are addressed where heat 
capacity flow rates and overall heat transfer coefficients are 
not constant. In this context, there exists no additivity in the 
traditional approach that would allow the overall problem to 
be decomposed into meaningful subproblems. Faced with a 
complex problem the designer has no recourse at present by to 
resort to the use of detailed computer models. Development of 
the current approach may lead either to a reduction in the need 
for detailed computer models or at least to better initialization 

for the computer models. This is being explored in current 
research. 

On a different subject, additivity also allows the prediction 
of the minimum number of shells required for the heat ex
changer network of an entire process ahead of design, allow
ing predesign optimization to be carried out (Linnhoff and 
Ahmad, 1986). 

7 Conclusions 

The following points can be made concerning the XP 

parameter approach as introduced in this paper. For 1-2 shells 
in general: 

8 significantly better exchanger designs than those based on 
rules of thumb for minimum FT, such as F r > 0 . 7 5 ; 
• similarly good designs as those based directly on constant 

FT slope. 
A new criterion for 1-2 exchanger feasibility has been pro

posed that does not relate to FT. Instead it is based on the 
limiting 1-2 exchanger effectiveness, that is, Pmax. 

In the case of multishell arrangements we have shown that 
different FT criteria can be interpreted as variations of 
stepping-off. The XP parameter approach is also represented 
as a modification of stepping-off. Next, it has been shown that 
the XP parameter is ideally suited to obtaining a simple expres
sion determining explicitly the minimum number of 1-2 shells 
in series for multishell designs. This alters the traditional 
design approach for multishell arrangements. 

It should be borne in mind, however, that any results at this 
level of exchanger design based on minimum FT, FT slope, or 
XP are still subject to detailed evaluation. Given that any of 
these FT-based results are really initializations, we do not need 
to be absolutely precise. More importantly, design practice re
quires speed and simplicity at this stage of design. The XP 

parameter approach achieves fast evaluation at remarkable 
reliability. 
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Numerical Analysis of Laminar 
Forced Convection in the Entrance 
Region of Tubes With Longitudinal 
Internal Fins 
Steady, laminar, forced convection heat transfer in the thermal entrance region of 
internally finned tubes is investigated numerically for the case of fully developed 
hydrodynamics using the $U) and (T) thermal boundary conditions. Results are 
presented for 16 geometries including the local Nusselt number and developing 
length corresponding to each boundary condition. These results indicate that inter
nal finning influences the thermal development in a complicated way, which makes 
it inappropriate to extend the smooth tube results to internally finned tubes on a 
hydraulic diameter basis. 

Introduction 

Previous theoretical investigations of laminar fluid flow and 
heat transfer in internally finned tubes have been 
predominantly concerned with forced convection in the fully 
developed region. These include studies of the velocity 
distribution and friction factor (Hu and Chang, 1973; Nan-
dakumar and Masliyah, 1975; Soliman and Feingold, 1977) 
and the temperature distribution and Nusselt number for the 
conditions of uniform heat input axially with uniform wall 
temperature circumferentially (Masliyah and Nandakumar, 
1976; Soliman and Feingold, 1978), uniform heat input axially 
and circumferentially (Hu and Chang, 1973), and uniform 
wall temperature axially and circumferentially (Soliman et al., 
1980). Other effects such as the influence of fin conductance 
(Soliman, 1981) and mixed free and forced convection in the 
vertical orientation (Prakash and Patankar, 1981) were in
vestigated in recent studies. 

Due to the relevance of internally finned tubes to compact 
heat exchangers, it is necessary to produce results in the 
developing region. Only one investigation was reported 
(Prakash and Liu, 1985) in which simultaneous development 
of velocities and temperature was studied theoretically. In the 
present investigation, a theoretical study is conducted for 
forced convective heat transfer in the developing region of in
ternally finned tubes with fully developed hydrodynamics. 
The theoretical results presented in this paper should define 
the limiting values of the heat transfer parameters as Grashof 
number (which is a measure of free convection) decreases to a 
certain critical value. 

Analytical Formulation 

The geometry under consideration (shown in Fig. 1) is that 
of a circular tube with a variable number of straight 
longitudinal fins evenly distributed around the inner cir
cumference of the tube. Fins are assumed to be of negligible 
thickness with sides oriented radially within the tube cross sec
tion. The assumption of zero fin thickness helps in eliminating 
one of the geometric variables and it is motivated by earlier 
results (Masliyah and Nandakumar, 1976; Soliman et al., 
1980), which showed significant fin-thickness effects on heat 
transfer only for large numbers of long fins. 

This analysis is applicable to steady, laminar, forced con
vection flow of incompressible, Newtonian fluids with con
stant properties. Axial conduction and viscous dissipation 
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within the fluid are assumed negligible. The flow is assumed to 
be fully developed hydrodynamically but developing thermal
ly. Heat transfer results are sought for the two limiting bound
ary conditions of uniform heat input axially with uniform wall 
(tube and fins) temperature cross-sectionally and uniform wall 
temperature axially and cross-sectionally, classified by 
Shah and London (1978) as the (ffp and @boundary condi
tions, respectively. The uniformity of fin temperature in the 
radial direction for both boundary conditions implies negligi
ble thermal resistance in the fins, which was found in an 
earlier analysis by Soliman et al. (1980) to be a reasonable 
assumption for a wide range of applications. Due to geometric 
symmetry of the flow domain (see Fig. 1), solutions of the 
governing equations are necessary only within 0 </•</-, and 
O<0<a . 

Momentum Equation. Introducing the dimensionless 
quantities U=u/[(r2/ix)(-dp/dx)} and R=r/rh the ap
plicable momentum equation takes the form 

' *-( s-^)+44^-. a. 
R dR R2 dd2 

In order to establish a well-defined boundary condition at the 
tube centerline, the transformation U' = U-R was introduced. 
The final form of the momentum equation is then 

1 d2U' 1 dU' 1 / dzU'\ 
R dR2 R2 dR R3 V dd2 

Equation (2) is subject to the following boundary conditions: 

U' = 0 

(2) 

at R = 0, 

R = 1, O < 0 < a , 

and ( l - # ) < i ? < l , 0 = 0 

= 0 at 0<R<(l-H), 6 = 0, 

(3a) 
dU' 

36 
and 0<R<1, 6 = a. (3b) 

The following definitions were adopted for the friction factor 
/ a n d Reynolds number Re (which use the inside tube diameter 
Dj as the characteristic dimension): 

f=Di(-dp/dx)/(2pu2
b) (4) 

and 

Re = pubDi/ii (5) 

Consequently, the product/Re can be reduced to this dimen
sionless form 

fRe = 2/Ub (6) 
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It is clear from the above equations that the product /Re is 
dependent only on the geometric parameters M and H. 

Energy Equation: ((/}) Boundary Condition. Introducing 
the dimensionless axial coordinate X+ =x/(Dj Re Pr) and 
defining T' = T-R,where T= (t-ti)/(qDi/k), the energy 
equation for the (£/j) boundary condition can be reduced to 
this dimensionless form 

R 
d2r 
dR2 

dT' 1 / d2T'\ 

dX+ 

(7) 

At inlet (X+ = 0), equation (7) is subject to the initial condi
tion T' = 0, while for X+ > 0 these boundary conditions apply 

T' = 0 

T' = T 
1 L w 
T = TW>R 

dT' 
= 0 

at 

at 

at 

at 

R = 0 

R=l, 0 < ^ < a 

( l - / / ) < i ? < l , 0 = 0 

0<R<(l-H),d = 0, 

(8a) 

(8b) 

(8c) 

de 
and (8d) 0 < # < 1 , 9 = a 

The parameter T„ in equations (8b) and (8c) is the dimen
sionless wall temperature, which is a function of X+; 
however, its value is not known a priori. The method used for 
determining Tw at each axial location X+ is similar to the one 
used by Prakash and Liu (1985). The circumferentially aver
aged values of the heat transfer coefficient hxHl and Nusselt 
number Nux%m at any axial location are defined by 

and 

hx,m=q/(t„-tb) 

NuxMl=hxMlDi/k 

Nondimensionalizing, equation (9b) takes the form 

Nuxjn = l/(TW-Tb) 

(9a) 

(9b) 

(10) 

Energy Equation: ©Boundary Condition. Introducing 
the dimensionless quantities T'=T'R and T= (t — t„)/ 
(tj — tw) we find that the dimensionless energy equation for 
the (T) boundary condition is identical to equation (7). At 
X+ =0, the initial condition is given by T' =R within the fluid 
and 7" =0 at the solid boundaries. For X+ > 0 the applicable 
boundary conditions are 

7" 

dT' 

dd 

Fig. 1 Geometry and coordinate system 

0 at R = 0, 

R = l,0<6<a, 

and (1 -H)<R<1, 6 = 0 (11a) 

0 at 0<R<(1-H), 6 = 0, 

and 0<R<l,6 = a (lib) 

The circumferentially averaged value of Nusselt number at 
any axial location can still be calculated from definitions (9a) 
and (9b). The local average heat flux q (based on the unfinned 
surface area of the tube), which appears in (9a), was calculated 
by summing all heat inputs from the solid boundaries (tube 
wall and fin sides) and dividing the sum by (irDj). 

Solution Procedure 

Solutions for the temperature distribution in the fully 
developed and developing regions were obtained numerically 
using the finite difference method. Second-order central dif
ferences were used for the derivatives in the R and 6 directions 
and backward differences were used for derivatives in the X+ 

direction. The resulting systems of linear algebraic equations 
were solved using the Gauss-Seidel method with overrelaxa-
tion factors ranging from 1.90 to 1.99. 

The solution domain in the R, 6, and X+ directions was 

Nomenclature 

D, = 

/ = 
H = 
k = 

i + — 

M = 
Nuv 

Nu x,T 

inside diameter of tube 
= 2r,-
friction factor, equation (4) 
relative fin height =y/ri 

thermal conductivity 
dimensionless entrance 
length for the @ 
condition 
dimensionless entrance 
length for the ©condition 
number of fins 
local Nusselt number for 
the (fly condition 
local Nusselt number for 
the ©condition 
pressure 

Pr = 
q = 

R = 

r = 
n = 

Re = 

T = 
Tb = 

t 
h 

Prandtl number 
mean heat flux based on 
inside diameter 
dimensionless radial 
coordinate = r/rt 

radial coordinate 
inside radius of tube 
Reynolds number, equation 
(5) 
dimensionless temperature 
dimensionless bulk 
temperature 
dimensionless wall 
temperature 
temperature 
bulk temperature 

t, 
tw 

u 
uh 

u 

u„ 
X 

X+ 

y 
a 

6 
ft 
P 

= inlet temperature 
= wall temperature 
= dimensionless velocity 
= dimensionless mean 

velocity 
= velocity 
= mean velocity 
= axial coordinate 
= dimensionless axial 

coordinate 
= fin height 
= half the angle between two 

consecutive fins = ir/M 
= angular coordinate 
= viscosity 
= density 
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discretized by an uneven three-dimensional mesh. At any cross 
section, higher concentrations of mesh points were used near 
the solid boundary (tube wall and fin side), under the fin tip, 
and near the tube centerline due to the steep gradients at these 
locations. Smaller subdivisions are needed near R = 0 because 
the radial gradients of U' and T' do not approach zero at the 
centerline as the gradients of [/and Tdo. Similarly, in the X+ 

direction, very small values of AX+ were used near the begin
ning of heating, increasing gradually in the flow direction. The 
decision about the mesh size in the R and 8 directions was 
guided by the accuracy of the results in the fully developed 
region. Solutions were obtained for a number of extreme 
geometries using different mesh sizes and based on these 
results, it was decided to use a 35x20 mesh throughout the 
solution domain for all tube geometries as a reasonable com
promise between accuracy and computer time. 

Solutions were progressed in the X+ direction for both the 
(fiy and (T) boundary conditions until the local Nusselt 
number reached 1.05 times the respective fully developed 
value. The magnitude of X+ at this location was taken as an 
estimate of the thermal entrance length L+. The decision 
about the mesh size in the X+ direction was guided mainly by 
the accuracy of the results for the smooth tube case. After 
considerable experimentation it was decided to use the follow
ing distribution of axial stations for all tube geometries: 10 
stations with AX+ = 0.5 x 10 - 6 followed by 10 stations with 
AX+ =0 .5x 10~5, then A ^ + was increased gradually so that 
AX+ at a particular station was 1.05 times AX+ of the 
previous station until AX+ reached the value 0.5x10 3, 
which was kept constant for the remainder of the entrance 
length. Values of Nux obtained with this mesh for the smooth 
tube case were in excellent agreement with the analytical 
results reported by Shah and London (1978). Also, our values 
of Lfj{ =0.0442 and Lf = 0.0357 for smooth tubes agree well 
with 0.0437 and 0.0344, respectively (Shah and London, 
1978). Trials with finer mesh sizes in the X+ direction using 
selected finned tube geometries resulted in higher computation 
time without significant changes in the Nux and L+ values. 

Results and Discussion 

The geometric range covered in this investigation includes 
the smooth tube and finned tubes with combinations of the 
following geometric parameters: 

H = 0.2, 0.4, 0.6, and 0.8 

M = 4, 8, 16, and 24 

Developing Heat Transfer: (fn) Boundary Condition. 
Figures 2 to 5 show the development of the local Nusselt 

number Nux / / 1 over the region 10~4 <X+ <L^ for M = 4, 8, 
16, and 24, respectively. In each figure, the influence of fin 
height is illustrated by showing results for i f = 0 (smooth 
tube), 0.2, 0.4, 0.6, and 0.8. The inside tube diameter is used 
as the characteristic dimension in Nux m and X+, rather than 
the hydraulic diameter, in order to show the enhancement 
caused by internal finning in a definite manner. 

For all geometries, Nux / / 1 follows the expected behavior of 
monotonic decrease along the developing region down to the 
fully developed value. An interesting feature of the results in 
Figs. 2 to 5 is that all finned tubes appear to have approx
imately the same rate of decrease as Nu I f f l with respect to X+ 

near the beginning of heating and this rate is approximately 
equal to the rate for smooth tubes. However, sharp changes in 
this rate occur later in the developing region and this is par
ticularly noticeable for large numbers (M= 16 and 24) of 
medium-height fins ( / /=0.4 and 0.6). Naturally, this behavior 
is expected to have some effects on the L^ results to be 
presented later. In an attempt to explain this behavior, the 
temperature development at some cross-sectional locations 
was studied. For smooth tubes, it was found that (Tlv — 7) in
creases monotonically in the axial direction for all radial loca
tions within the tube cross section. On the other hand, for 
some internally finned tubes (e.g., M = 2 4 and H=0.6), 
(T„~T) was found to increase monotonically at some loca
tions within the core (R = 0.2) while at other locations within 
the bays formed by the fins (R = 0.7), (Tw — T) starts out in
creasing, reaches a maximum, and then drops toward the fully 
developed value. This unconventional manner of temperature 
development is probably caused by the complex velocity 
distribution (Soliman and Feingold, 1977) and the irregular 
shape of the wall-fluid interface where heat transfer takes 
place. Interestingly, for M=24 and # = 0 . 8 the form of 
temperature development was found to be similar to smooth 
tubes, which is consistent with the Nux / / 1 behavior for this 
geometry shown in Fig. 5. The Nux / / 1 results of Prakash and 
Liu (1985) for simultaneous development of velocities and 
temperature showed trends quite similar to those in Figs. 2 to 
5. 

Table 1 provides values of the entrance length Lfn for the 
whole range of finned tube geometries considered in this in
vestigation. These results contain maxima and minima that are 
not easy to explain, but which can be attributed to the com
plicated way by which the geometry influences the velocity 
distribution and in turn the temperature and local Nusselt 
number developments. Two important observations can be 
made from the results in Table 1: 

1 The value of Lf,x for some finned tube geometries exceeds 

- i — i 

M =4 

' ' i n i 

"1 I 1—I I I IT] 1 1 1—I I I I I | 1 1 1 | I I I I. 

M =8 

_i i _i ' i i 1111 -J 1 I M i l l 

Fig. 2 Nu x H 1 and Nu x j for M = 4 

312/Vol. 110, MAY 1988 

Fig. 3 Nux H1 and Nux j- for M = 8 
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"-H =0.0 L 0 . 2 

Table 1 Values of Z A, 

X + 

Fig. 4 N u x H 1 and Nux T for M = 16 

Fig. 5 NUj,H1 and Nux7- forM = 24 

the value for smooth tubes, which is contrary to some 
expectations. 

2 The assumption that the entrance length for finned tubes 
based on the hydraulic diameter may be equated to the en
trance length for smooth tubes appears to be invalid. 

Both of the above observations, as well as the existence of 
local maxima and minima, are consistent with the trends in the 
results of Prakash and Liu (1985). In terms of magnitudes, the 
present results for H=0.6 are 45.7 to 51.4 percent lower than 
the predictions of Prakash and Liu; however, their flow situa
tion is different from ours. 

Developing Heat Transfer: (?) Boundary Condition. The 
present results of Nu^j- are shown in Figs. 2 to 5 and values of 
Lf are listed in Table 2. For all geometries considered, the 
value of NUj T is lower than the corresponding NuJ]ffl at the 
same X+. Also, Nu .̂ T shows an irregular rate of develop
ment along X+ as was noted for the (£fy case. This irregular 
rate of development is reflected in the Lf results, which con
tain local maxima and minima similar to the L^, results. For 
H=0.6, the present results of Lf are 44.1 to 77.4 percent 
lower than those of Prakash and Liu (1985). 

Establishing general trends from the present results was 
found to be a difficult task. For example, values of Lf are 
generally lower than Lfa; however, for the case M= 16 and 
H = 0.8, L f is more than 10 times L^{. Also, the ratio L^ /L f 
varies significantly among different geometries. While it is un
fortunate that simple but accurate correlations cannot be 
developed for N u ^ , , N u x r , Z,^,, and Lf, the results are 
useful in their present form and should serve as a warning 

H M=4 16 24 

0.2 
0.4 
0.6 
0.8 

0.0451 
0.0458 
0.0287 
0.0109 

0.0462 
0.0524 
0.0412 
0.00588 

0.0475 
0.0544 
0.0596 
0.00275 

0.0466 
0.0518 
0.0630 
•0.0102 

Table 2 Values of Lf 

H M=4 16 24 

0.2 
0.4 
0.6 
0.8 

0.0259 
0.0255 
0.0274 
0.00882 

0.0209 
0.0197 
0.0234 
0.00551 

0.0157 
0.0128 
0.00929 
0.0296 

0.0131 
0.0107 
0.00649 
0.00925 

against extending smooth tube results to other geometries on a 
hydraulic diameter basis. 

Concluding Remarks 

In the entrance region of internally finned tubes, the local 
Nusselt number for both boundary conditions exhibited some 
unconventional behavior. At very low values of X+, the rate 
of decrease of local Nusselt number for all finned tube 
geometries was found to be almost equal to that of smooth 
tubes. However, sharp changes occurred in this rate later in 
the developing region, which resulted in unexpected trends in 
the magnitudes of the entrance length. This behavior is at
tributed to the fact that internal finning influences the velocity 
distribution and results in a complex geometry for the 
wall-fluid interface (where heat transfer takes place), which 
may cause the form of temperature development to be dif
ferent from that of smooth tubes. 

It must be emphasized that all the present results correspond 
to pure forced convection, i.e., flows with low Grashof 
number. Free convective currents superimposed on the main 
flow may have substantial effects on the heat transfer 
characteristics. 
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Variable Property Effects of Fully 
Developed Laminar Flow in 
Concentric Annul! 
By means of a linear perturbation theory, the influences of density, viscosity, ther
mal conductivity, and specific heat capacity, all varying with temperature, are taken 
into account. The wall heat flux is assumed to be constant at the inner and outer 
wall, with an arbitrary ratio between these two. Even for variable properties the 
problem can be reduced to solving a set of ordinary differential equations with three 
parameters: heat flux ratio, diameter ratio, and Prandtl number. Skin friction and 
heat transfer results are given for specific numbers of the parameters, including the 
limiting cases of pipe and channel flows. 

1 Introduction 

There are several ways of incorporating variable property 
effects into flow and heat transfer calculations. A straightfor
ward manner is to introduce the complete temperature and 
pressure dependence of all physical properties into the basic 
equations. As a consequence the solution is complicated by 
nonlinearities and a coupling of the momentum and energy 
equations. Moreover the results are valid only for a specific set 
of boundary conditions. 

Often, however, it is sufficient to account for variable prop
erty effects only approximately. That is why approximate con
cepts like "property ratio method" and "reference 
temperature method" are in wide use (see for example Kays 
and Crawford, 1980, and a detailed description of these 
methods in section 2.5 below). These methods provide a cor
rection for the corresponding constant property results and 
are thus easy to apply. Both are empirical methods developed 
for standard cases like pipe and boundary layer flows. A 
theoretical background is needed to decide whether these 
methods can be extended to more complex flows such as an
nular flows, for example. 

This theoretical background is given by an asymptotic per
turbation approach to the problem. By means of a regular per
turbation technique the correction functions provided by the 
property ratio method and the reference temperature method, 
respectively, can be deduced analytically. 

Based on these results it turns out that we cannot recom
mend these methods for more complex flows but instead pro
pose to account for variable property effects by more suitable 
correction formulae. They are provided by the perturbation 
technique described in the following section. 

2 Asymptotic Analysis 

The basic idea is to expand the physical properties involved 
in a Taylor series. With a subsequent expansion of all depend
ent variables of the problem, a hierarchy of equations can be 
established with the lowest order or basic flow being that for 
constant properties. Higher order equations describe a pertur
bation of this basic flow according to the linear or nonlinear 
deviations triggered by the ascending terms of the property 
Taylor series expansion. 

For convenience this procedure will be applied in five steps 
in subsections 2.1-2.5. A general description can be found in 
Herwig (1986) or a more detailed one in Herwig (1985a). The 
method itself is well established and applied to various flow 
situations; see for example Matting (1964) for stagnation point 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
29, 1987. Keywords: Forced Convection, Modeling and Scaling. 

flow or Carey and Mollendorf (1980) for free convection 
flows. 

2.1 Basic Equations. The basic equations are nondimen-
sionalized according to Table 1 and include all physical 
properties as variable quantities. Neglecting viscous dissipa
tion and axial heat conduction the equations for internal flows 
in ducts read 

• ( " 

>(w 

du 

dx 

dh 

dx 

d 

)x 

- +v 

- +v 

1 
u)+ — 

r 

du \ 

dr ) 

0 = 

dh \ 

~~dT/~ 

d 
-T- (prv) 
dr 

- ? + 
dx 
dp 
dr 

1 1 

Pr„ r 

= 0 

1 

r 

d 

dr 

(1) 

dx 

/ 3M \ 

/ K dh \ 

(3) 

(4) 

The energy equation is given in terms of enthalpy, which is 
related to the temperature by 

h=\c.dT (5) 

The reference state (subscript oo) along with the coordinate 
system is shown in Fig. 1. It is the isothermal hydrodynamical-
ly fully developed oncoming flow. After a thermal adjustment 
region the hydrodynamically and thermally fully developed 
state, which is the scope of this study, is reached. 

The boundary conditions hold on the wall of the inner (/?,-) 
and outer (R0) cylinder 

Inner: 

r = R,: 

Outer: 

r = R„: 

u = v = 0, 
dh 

~dr~ A,-
Qi (6a) 

u = v = 0, 
dh 

~dr~ Qo (6b) 

Here qk(k = i, o) is the dimensionless wall heat flux; qk = qk 

dt/2\*x Tt, (qk>0 if heat is added to the fluid). 
With regard to the solution procedure the integral formulae 

of the continuity and energy equation may be provided 

m* ?Ro l-R2 

m= = l pur dr= ——^- (7) 
J R: PIUIA* 

hR = 
hi-hi 

h* 

f*0 
1 puhr 
JR: 

dr = 

( l - * ) 2 

2q0(l+Rq) 

Pr„( l+ JR) 
(8) 

314/Vol. 110, MAY 1988 Transactions of the ASME 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Nondimensional quantities; all starred quantities are dimensional 

X 

xV(Re„di!/2) 

T 

(T*-Tl,)/Tl 

r 

r*/(df,/2) 

h 

(h*-h<U)/h%, 

u 

HVC/J , 

P 

P'/Pl 

V 

y V t ^ , R e „ 

V 

uvui 

p 

p*-p%> 

o* U* 2 

X 

XVXJ, 

p 

P*-Pt 

Pi 

CP 

r* /c* P P°° 

Re„ = 
P*aU*md*h/2 

Prm = 
n* C* 

XJ, 

LJ.LU.LLL1J.LL 

hydrodynami ca 1 ly 
fully deve1 oped therma1 

adj ustment 

hydrodynamical ly 
and thermaly fully 
developed 

Fig. 1 Flow situation under consideration; the temperature distribu
tion shown holds for constant properties 

with the definitions 

Q = 

R = 
Rf 

~RT 
(ratio of radii) 

Ql 
(ratio of wall heat fluxes) 

(9) 

(10) 

Together with the Prandtl number we thus have a three-
parameter problem in Pr^, q, and R for each set of 
temperature and pressure-dependent physical properties. 

2.2 Perturbation Formulae. We start with a Taylor series 
expansion of all physical properties a {p*/pl,, »;*/?)£, XVX£, 
and c*p/c*pa): 

a=l+KaT+Kap + . . . (11) 

where 

T*da* \ ... / p*da* _ / T*da* \ _ _ / p*da* \ 
K" ~ V a*dT* / » Ka ~ V a*dp* A 

(12) 
a*dp* 

The pressure dependence of all properties is extremely small 
and will be neglected for that reason. As far as gases are con
cerned, that means a restriction to small Mach numbers, 
however. 

Since viscous dissipation is not involved, the only reason for 
a nonisothermal flow field is the heat flux across the walls, 
which means asymptotically that T is of the order of 
0(19/1+ \q0l). 

We introduce the perturbation parameter 

e = (l?,-l+ \q0\) signfaj (13) 

The sign-function in equation (13) is necessary because other
wise the results for q<0 would not be unique. Its definition is: 
sign (q0) = - 1 for q0 < 0 and sign (q0) = + 1 for q0 > 0. 

Equation (11) can be rewritten 

a=l+eKaf+0(e2); T=T/e (14) 

The Taylor series truncated after the linear term is an asymp
totic approximation for e—0. The reduced temperature 
T = T/e is of order 0(1) for e - 0 , since Titself is of order 0(e). 

N o m e n c l a t u r e 

A = cross-section area 
cp = specific heat at constant 

pressure 
Cf = skin friction coefficient, 

equation (36) 
dh = hydraulic diameter, d*h = 2 

R*0(l-R) 
fp'fr, = influence functions, equation 

(40) 
h = specific enthalpy 

Ka = dimensionless fluid property, 
equation (12) 

nak = exponents, equation (44) 
Nu = Nusselt number, equation 

(41) 
p = pressure 

Pr = Prandtl number, see Table 1 

Qk 

Q 

r 

Rk 
R 

Re 

T 
u, v 

u„ 
X 

a 
e 

V 

= wall heat flux 
= ratio of wall heat fluxes, 

equation (10) 
= radial coordinate 
= radius, k = i, o 
= ratio of radii , equation (9) 
= Reynolds number , see Table 

1 
= temperature 
= velocity components 
= mean velocity at reference 

conditions 
= axial coordinate 
= physical property 
= perturbation parameter , 

equation (13) 
= viscosity 

X = thermal conductivity 
p = density 
T = shear stress 

T„ = combined wall shear stresses 
equation (35) 

Subscripts 
B = bulk 

cp = constant property 
i = at the inner wall 

k = i or o 
o = at the outer wall 
w = at the wall 
a = referred to property a 

oo = reference conditions 
0 = zero order 
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Neglecting the pressure dependence is a nonasymptotic ap
proximation justified in the light of practical applications. 

The perturbation parameter e is assumed to be small, thus 
justifying a truncation of the series after the linear term. What 
follows therefore is a linear theory valid for e—0 with an error 
of order 0(e2) asymptotically. 

With all physical properties according to equation (14) the 
problem under consideration now is an eight-parameter 
problem (Pr„,, q, R, e, Kp, Kv, Kx, Kc) described by partial 
differential equations that are nonlinear and mutually 
coupled. 

The problem can be reduced drastically by applying the 
following perturbation expansion of the dependent variables. 
A three-parameter set of ordinary linear differential equations 
is left, which can be solved sequentially. 

Later on it turns out that the Prandtl number dependence 
can be extracted from the problem so that only a two-
parameter problem in q and R is left. 

The adequate expansions are 

dp 
dx 

u = u0 + e[Kp(up-u0hB)+Kriun] + 0(e2) 

v = v0 + e[Kp(vp-v0hB)+Kvvv] + 0(e2) 

+ Kr 
dp, 
dx 

dp0 

dx '•)] + 0(e2) 

(15a) 
(156) 

(15c) 

h 
fi= — = hB + h0 + e[Kphp+Kvhv + (Kc~Kx)-(hc + h0hB 

+ H)] + 0(e2) (15d) 

In equation (15) all Uj and hj are functions of r alone. The only 
x-dependent function is hB_ = hB/e with hB according to equa
tion (8). The temperature Tcan be expanded like h in equation 
(15rf), with 

Tj = hj, j = Q, B, p, ri, X and Tc = hc-T%/2 (15e) 

according to equation (5). 
Reduced quantities are also introduced for the wall heat 

fluxes qk 

Qo * q>. 
e cla im 

2.3 Zero and First-Order Equations; Solutions. The ex
pansion formulae (15) along with the Taylor series expansions 
(14), inserted into the basic equations (l)-(8), provide the or
dinary differential equat ions for Uj and hj. With 
h'B = 2q0-(\ + Rq)/Pva,(l +R) (see equation (8)), they read (a 
prime menas the derivative with respect to r; except 
Pj=dpj/dx): 

Zero order (constantproperties): 

( r a 0 ) ' = 0 

1 
v0Uo=-Po+ (/-Wo)' 

u0hB + v0hi= 
rP r„ 

(rhi)' 

(17) 

(18) 

(19) 

with the associated boundary conditions 

r = Rt: u0 = v0 = hi + qi = 0 (20a) 

r = R0: u0 = v0 = h~i-q0 = 0 (20b) 

First order (variable property influence) associated with 
Kn 

(rvp)'=0 

vpul> = -p'„ + — (ru;)'+ u2hB 

(21) 

(22) 

uph'B + vph'0 = 

associated with K„: 
r P r n 

(rh;)'-u0h0hB 

( r « , ) ' = 0 

y , " o = - P , ' + (/•", ') '+ (rh0uQ' 
1 

uvhB + Vr,ho = 
rPra 

associated with Kc (and Kx): 

1 

(rh;y 

(rh'c)' = -h0
2 

r = Ri:up = vp=u. 

with the associated boundary conditions 
ur, = ̂ =h'p=h^ = 0 

hl=-h{=-h0(qi + 2h&) 

K 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 

(29a) 

(296) 

r = Ro-up = vp = uv = vv=h; = h;=0 

Inserting the perturbation formulae into the integral equations 
(7) and (8) we get six integral conditions for Uj and hj. The 
equation for hp, e.g., reads 

\iR(u0h
2, + uph0 + u0hp)rdr = 0 (30) 

The solutions of equations (17)-(29) can be found analytically, 
although the expressions become increasingly complicated. 
That is why only the zero-order results are given analytically, 
and those of the first order are provided numerically. 

Zero-Order Solutions. The constant property results are 
well known for specific thermal boundary conditions (see, 
e.g., Kays and Crawford, 1980). The general result 
(parameters: q,R) reads, withr = r(l -R) 

— \r2+A In r- ——— r 

4 dx L (l-R)2 
v0 = 0 

h0 = B 

dp0 

dx 

r//4 

8(1-R)2 InR 

(l-R2)\nR + l-R2 

(— +r2(A In f-C^D-Iy In f+I2~\ 

The auxiliary functions A -D and I{, I2 are 

l+R _ 1 dp0 q0 

(31) 

(32) 

(33) 

A = 
(l-R)\nR ' 

B = 
8 dx (l+R) 

l-R + \nR 

(l-R)2lnR 

R(R\\ - I n R) -R-q(ln R-R2 + 1)) 

D=\+Rq 

(l-R)HnR 

XnR 

(l~RA)\nR + (\-R2)2 CD/ 2 1 - / , / 2 2 ) 

21(1 -7?8)(ln R)2 + 50(1 -R2)(l -R6)\n R + 27(1 - R 2 ) \ l -R2) 

72(l-R)4lnR 

_ R2lnR(4-7R2+4R2lnR) + 4(l-R2)2 + 3lnR 

4 InR (34) 

It is important to note that hB (see equation (8)) is the only Pr-
dependent zero-order function. 
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The enthalpy h0, equation (33), has been achieved by super
position of two basic solutions: one with qt and an adiabatic 
outer wall and the other with q0 and an adiabatic inner wall. 

Pipe and channel flow are special cases of the general solu
tion with respect to the parameter R (R-~0: pipe flow, R— 1: 
channel flow). 

First-Order Solutions. The numerical solution of equa
tions (21)-(29) is straightforward using Runge-Kutta integra
tion and shooting techniques for the initial/boundary value 
problem when necessary. It turns out that the Prandtl number 
dependence can be extracted from the solution procedure and 
appears explicitly in the results. As with the zero-order equa
tions, a two-parameter set (q, R) of results is sufficient. 

Although the first-order energy equations are linear like the 
zero-order equation, a superposition of two basic solutions, 
each of them with adiabatic boundary conditions on one wall, 
is not possible. This is prevented by nonlinearities of zero-
order terms in the nonhomogeneous part of the first-order 
equations or the integral conditions, like the term h0

2 in equa
tion (27) or u0hg in the integral condition (30). 

The quantities needed further on are the first-order pressure 
gradients pj and wall enthalpies hj at the outer and inner wall, 
respectively. For three values of q and six values of R the 
numerical results are provided in Table 2. The three thermal 
boundary conditions under consideration are: q = 0(<?, = 0; 
qo^0), q= 1 (<7,=<70)> and<? = oo (q^O; qo = 0). For later use 
not the pressure gradients pj themselves but some functions of 
these quantities, called/p a n d / , , defined below, are listed in 
Table 2. 

A characteristic feature of some of the functions given in 
Table 2 is the steep gradient in the limit /?—• 0 (vanishing inner 
cylinder). To demonstrate this behavior, the function/pPr„ 
(first row for each q in Table 2) is shown in Fig. 2 for the 
three-parameter values of q. 

2.4 Skin Friction and Heat Transfer Formulae. So far the 
reference state lies in the isothermal region as shown in Fig. 1. 
The perturbation expansions equation (15) show, however, 
that the only x-dependent quantity is the bulk enthalpy hB (x). 
That is why a very important change in the reference state is 
possible. With x = 0 all variable property results are referred to 

f Pr p^ 'co 

0.80 1.00 

( c h a n n e l ) 

Fig. 2 First-order function fpPr„, see equation (40) 

Table 2 First-order numerical results, fp a n d / , defined in 

q R 

fp'^B 

/ , 
ho 

0 u 

ho 
ho 

/p'PfB 

/ , 
hi 

ho 

hi 

1 
ho 

h> 
ho 
hi 

ho 

/p-Prn 

/ , 
hi 

00 , 

hi 

hi 

hi 

0.0 

-0.1667 

0.2500 

0.4583 

-0.0715 + 
0.0269/PrB 

0.0313 

-0.1587 

-0.0833 

0.1250 

-
0.2292 

-

-0.0179 + 
0.0067/Pr^ 

-
0.0078 

-
-0.0396 

0.0 

0.0 

-

-

-
-

0.1 

-0.0658 

0.1330 

0.4137 

-0.0534 + 
0.0087/PrB 

0.0304 

-0.1257 

-0.0362 

0.0731 

-0.0322 

0.1952 

0.0026 -
0.0003/Prfi 

-0.0114 + 
0.0024/Prfl 

-0.0017 

0.0062 

0.0046 

-0.0280 

-0.0066 

0.0133 

0.1680 

-0.0016 -
0,0001/Prfl 

0.0011 

-0.0153 

0.2 

-0.0544 

0.1151 

0.4096 

-0.0494 + 
0.0061/Pr^ 

0.0293 

-0.1209 

-0.0327 

0.0690 

0.0113 

0.1835 

0.0018 -
0.0001/PrB 

-0.0093 + 
0.0019/PrB 

-0.0013 

0.0051 

0.0036 

-0.0243 

-0.0109 

0.0230 

0.2353 

-0.0048 -
0.0002/PrB 

0.0032 

-0.0313 

equation (40); hx = 

0.4 

-0.0428 

0.0942 

0.4017 

-0.0425 + 
0.0033/PrB 

0.0263 

-0.1125 

-0.0300 

0.0659 

0.0604 

0.1687 

0.0005 + 
0.0002/Prfl 

-0.0065 + 
0.0013/Prs 

-0.0006 

0.0039 

-0.0002 

-0.0189 

-0.0171 

0.0377 

0.3038 

-0.0119 -
0.0002/Pr^, 

0.0078 

-0.0551 

- hc; all quantities at the wall 

0.6 

-0.0363 

0.0810 

0.3922 

-0.0366 + 
0.0019/Prs 

0.0232 

-0.1044 

-0.0290 

0.0648 

0.0889 

0.1480 

-0.0007 + 
0.0003/PrB 

-0.0047 + 
0.0010/PrB 

0.0001 

0.0025 

-0.0038 

-0.0149 

-0.0218 

0.0486 

0.3383 

-0.0182 -
0.0000/Pr^ 

0.0119 

-0.0709 

0.8 

-0.0318 

0.0715 

0.3819 

-0.0316 + 
0.001 l/PrB 

0.0203 

-0.0967 

-0.0287 

0.0644 

0.1079 

0.1338 

-0.0017 + 
0.0005/PrB 

-0.0035 + 
0.0008/PrB 

0.0006 

0.0017 

-0.0068 

-0.0118 

-0.0255 

0.0572 

0.3585 

-0.0234 + 
0.0003/Pr^ 

0.0152 

-0.0818 

1.0 

-0.0286 

0.0643 

0.3715 

-0.0275 + 
0.0006/Prfl 

0.0178 

-0.0900 

-0.0286 

0.0643 

0.1214 

0.1214 

-0.0025 + 
0.0006/Prfl 

-0.0025 + 
o.oooe/Pr^, 
0.0012 

0.0012 

-0.0093 

-0.0093 

-0.0286 

0.0643 

0.3715 

-0.0275 + 
0.0006/Prfl 

0.0178 

-0.0900 
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the local (fictitious) isothermal state at the (local) bulk 
temperature which from now on is the reference state in
dicated by the subscript B. 

(a) Skin Friction. We restrict ourselves to a general skin 
friction formula including both walls (corresponding expres
sions for the inner and outer walls separately are possible). 

With the wall shear stress at the inner and outer wall, rfand 
r*, respectively, we define 

T?R?+T*0R*0 

R?+R*n 
and a skin friction coefficient 

Irl 
cf = 

(35) 

(36) 

cfReB = 
-R d ?Ro 

-R dx Jfl, 
+ p u2)r dr (37) 

PBVB 

From a momentum balance in the x direction we get 
1~R 

777 
For constant properties (index cp) this leads to (' = d/dx): 

(cfReB)cp=-pi (38) 

combining equations (37) and (38) and inserting the perturba
tion expansions for/?, p, and u, we get the final result 

with 

(C/ReB) 

/ P -

l+e[K/p+KJrl) + 0(e2) 

Po 

l-R 

l+R 
h'B 

Po 

f- K 

«o r dr 

Pa 

(39) 

(40a) 

(40b) 

listed in Table 2. 

(b) Heat Transfer, The heat transfer results will be given 
for the inner and outer wall by the corresponding Nusselt 
numbers Nu, and Nu0, defined as 

Qtdt 
Nu, = 2 

Qk k = i, o (41) 
(T*k-T*B)\*B Tk 

The constant property value is N u ^ = 2qk/hok (see equation 
(16)) so that we get the final result 

Nu, 

Nu kcp ->-[*>-£ + K„ 
h. 

Vk 

hn 

-*-(-TC-+«---r)-*»(-
-*„)] +0 )̂ k = i, o (42) 

with hpk, hvk, hck, and the corresponding value hok listed in 
Table 2. 

It should be pointed out that in certain flow situations h0k 

may become zero (in Table 2 for example: hoi = 0 for q = 1 and 
R close to 0.2). As a consequence Nuto/, is infinite and should 
not be used, since it is a misleading concept (at least in these 
extreme cases). The heat transfer result in terms of wall 
temperature should be used instead. According to equations 
(\5d) and (15e) it reads 

Tk = h0k + e[Kph/>k+K^k+Kc(hck + h2
0k-l/2h0k) 

-Kx(hck + hlk)] + 0(e
2) k=i,o (43) 

2.5 Property Ratio and Reference Temperature Formulae 

(a) Property Ratio Method. This method originated as 
an empirical way to account for variable property influence 

0.00 0.20 O.tO 0.E0 0.80 1.00 

( p i p e ) r-> (channel) 

Fig. 3 Exponent np0 for q = 1 

and was developed for simple flow situations like pipe and 
channel flows. 

The constant property results are multiplied by a power of 
some pertinent property (or properties) evaluated at two dif
ferent temperatures. For pipe flow these temperatures usually 
are the bulk and the wall temperature. The unknown power 
(or powers) were determined empirically in the past (see, e.g., 
Kays and Crawford, 1980). 

By means of the perturbation technique described in this 
study they can be determined analytically and so this method 
itself now is analytic in character. It turns out that the linear 
(first-order) asymptotic results are exactly what is covered by 
the property ratio method, so that this method is linear by 
nature. 

A complete correction formula for the Nusselt number for 
example reads 

Nu„ 

Nu 
--p'jfik ifkr\k \"k\k c"f\ k=i, O 

kcp 
Pk 

For the general property a holds (see equation (14)) 

akak •m • l+nakeKaf0k + 0(e2) 

(44) 

(45) 

so that equation (44) compared to the asymptotic result, equa
tion (42), gives for npk, for example 

h 
'pk-

pk h 

hokTok 

pk (46) 

Equivalent expressions hold for nvk, nu and nck. All ex
ponents have the denominator h\k, which may become zero 
(see discussion after equation (42)) for certain (q, R) combina
tions, with the result of infinite values of nak. Nothing 
dramatic happens physically in these cases (note that ak— 1 in 
these cases, so that (44) is still an order 0(1) function) but un
bounded values of the exponent are not acceptable. 

For this reason and since there is no trend toward a unifying 
functional behavior of the exponents, we recommend use of 
the correction in terms of equation (42) or (43). 

Nevertheless, it is possible to determine the values of nak 

analytically. In Fig. 3 one example is given for np0 with q= 1 
(<7; = Qo)- From Herwig (1985a) we know the limiting values: 

pipe flow (# = 0): ^ = 0.340-0.128 Pr^1 

channel flow (R = l): np = 0.173 -0.043 Pr^1 

Figure 3 shows that the Prandtl number dependence again can 
be separated from the solution procedure with the result of the 
functional form np0=fx(q, R) +f2(q, R)PrB

[. 

(b) Reference Temerpature Method. In this empirical 
method a temperature T*r is specified at which the properties 
appearing in the dimensionless groups of the problem should 
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be evaluated to get the variable property results by constant 
property formulae. 

This method is similar to the property ratio method in that 
all asymptotically linear effects are expressed by certain em
pirical numbers. Defining 

T?=T*B + J(T*k-T*B) (47) 
the factor / must be determined either empirically or 
analytically by comparison with the asymptotic results. This 
may be done by a procedure similar to the one described in the 
previous section. Again we recommend use of the correction 
expressions of subsection 2.4 instead. 

3 Discussion 

There are three important features of our systematic ap
proach to the variable property flow: 

1 The final results are universal in the sense that they hold 
for all fluids. For example, there is no need to distinguish be
tween liquids and gases, as is usually done when the property 
ratio method is applied (see, for example, Kays and Crawford, 
1980). 

2 All physical information is extracted from the basic equa
tions and there is no need to have recourse to empirical infor
mation as was necessary in the past. 

3 In the final equations the influence of the physical prop
erties can be checked separately. For fluids with one or more 
properties being constant the corresponding Ka values are 
zero. Some Ka values that are properties of a particular fluid 
are given in Table 3. 

Comparing the asymptotic results with empirical data from 
the heat transfer literature shows a very good agreement. For 
the special case of pipe flow a detailed comparison is made in 
Herwig (1985b). 

For pipe flow many empirical data are available. For exam
ple, Kays and Perkins (1973) provide a property ratio formula 
that they recommend for liquids. It reads 

CfReB 

(cfReB)c 

[ Vw 1 " n = 0.50 (cooling) 
L r,Z J ' n = 0.58 (heating)' VB 

Nu [4-] 
L
 VB J 

-0.14 

(48) 
Nucp 

The formulae show that viscosity is assumed to have the 
dominating influence. That means p* = const, X* = const, and 
c* = const so that our results written in the property ratio form 
for the circular pipe flow reduce to 

C/Re B 

(cfReB)c -[-Vl 
VB 

0.545 Nu 

Nu„„ 4-] 
VB

 J 

-0.149 

(49) 

The exponents deduced analytically are very .close to the em
pirical exponents of equation (48). The exponents in equation 
(49) for the channel flow with the boundary condition q=\ 
would be 0.529 and -0.079, respectively. Annular flows be
tween the limiting pipe and channel flows have exponents 
from 0.545 to 0.529 and -0.149 to -0.079. 

In the introduction we claimed that a theoretical 
background is needed to find the limitations of the empirical 
methods. From this theoretical background, provided by the 
perturbation approach, we can conclude, for example, that it 
is a misleading concept to distinguish between cooling and 
heating as is done in equation (48). The constant exponents in 
the property ratio method are uniquely related to the first 
order (linear) results of the perturbation approach, compare 
equation (46), and so they are one number. To the next order, 
0(e2), the exponent is a linear function of e. Figure 4 is a sketch 
of this situation. The perturbation parameter, equation (13), 
for pipe flow reduces to e = q0. Approximating the linear func-
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cooling (eq.48) heating (eq.4-8) 

2 n d order theory 

Fig. 4 Property ratio exponents for pipe flow 

tion for na by constants makes sense only in a specific e inter
val. This obviously was given in the experimental design from 
which the results in equation (48) were taken. But these results 
are not valid for general application. 
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Heat Transfer and Friction 
Characteristics in Rectangular 
Channels With Rib Tabulators 
The effect of the channel aspect ratio on the distribution of the local heat transfer 
coefficient in rectangular channels with two opposite ribbed walls (to simulate tur
bine airfoil cooling passages) was determined for a Reynolds number range of 
10,000 to 60,000. The channel width-to-height ratios (W/H, ribs on side W) were 
1/4, 1/2, 1, 2, and 4. The test channels were heated bypassing current through thin, 
stainless steel foils instrumented with thermocouples. The local heat transfer coeffi
cients on the ribbed side wall and on the smooth side wall of each test channel from 
the channel entrance to the fully developed regions were measured for two rib spac-
ings (P/e = 10 and 20). The rib angle-of-attack was kept at 90 deg. The local data in 
the fully developed region were averaged and correlated, based on the heat transfer 
and friction similarity laws developed for ribbed channels, to cover the ranges of 
channel aspect ratio, rib spacing, rib height, and Reynolds number. The results com
pare well with the published data for flow in a square channel with two opposite 
ribbed walls. The correlations can be used in the design of turbine airfoil cooling 
passages. 

Introduction 

In advanced gas turbine blades and vanes, turbulence pro
moters (rib turbulators) are cast onto two opposite walls of in
ternal cooling passages to enhance the heat transfer to the 
cooling air. Figure 1(a) is a sketch of an internally cooled tur
bine airfoil. The internal cooling passages can be approx
imately modeled as rectangular channels with a pair of op
posite walls with rib turbulators, as shown in Fig. 1(b). Han et 
al. (1984, 1985) investigated systematically the effects of the 
rib pitch, rib height, and rib angle of attack on the average 
heat transfer and the average pressure drop for the fully 
developed turbulent flow in a uniformly heated, straight, 
square channel with two opposite rib-roughened walls. These 
average heat transfer and friction results in the fully developed 
region are applied primarily for a long square channel with 
two opposite rib-roughened walls. The configurations of the 
internal cooling passages of turbine airfoils are nearly rec
tangular, however, and are relatively short (typically, 
L/D= 10-15). The technical literature contains no informa
tion on the distributions of the local heat transfer coefficient 
in short rectangular channels with two opposite rib-roughened 
walls. The local heat transfer distributions in such channels 
are important to engineers for the design of effectively cooled 
turbine airfoils that are not susceptible to structural failure 
from uneven metal temperature distribution. 

The present investigation aimed at determining the effect of 
the channel aspect ratio on the distributions of the local heat 
transfer coefficient in rectangular channels with two opposite 
rib-roughened walls for a Reynolds number range of 10,000 to 
60,000. The channel width-to-height ratios (W/H) were 1/4, 
1/2, 1, 2, and 4. The channel length-to-hydraulic diameter 
ratios (L/D) were 10 to 15. In order to obtain the local heat 
transfer coefficients, the test channels were heated uniformly 
by passing current through 0.025 mm (0.001 in.) thick, 
stainless steel foils and were instrumented with 180 ther
mocouples. In each channel, the brass ribs with a square cross 
section were glued periodically to the top and bottom walls of 
the foil-heated channel so that the ribs on opposite walls (the 
channel width, w, side) were all parallel with an angle of at
tack of 90 deg. The rib height-to-hydraulic diameter ratios 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
22, 1986. Keywords: Finned Surfaces, Forced Convection. 

(e/D) were 0.047 and 0.078, whereas the rib pitch-to-height 
ratios (P/e) were 10 and 20. The distribution of the local heat 
transfer coefficient on the smooth side (side H) and on the 
ribbed side (side W) walls from the channel entrance to the ful
ly developed region were measured. For the results of ribbed 
channels to be useful for designers, the local data in the fully 
developed region (X/D>3) were averaged and correlated, 
based on the heat transfer and friction similarity laws, to cover 
the ranges of channel aspect ratio, rib spacing, rib height, and 
Reynolds number. First, the rough channel analysis is 
developed. Then experimental results are presented and 
discussed, and the semi-empirical correlations are obtained. 

Additional information on the present investigation may be 
found in Han et al. (1986), and Han and Park (1988). 

Ribbed Channel Analysis 

Analytical methods for predicting the friction factors and 
the heat transfer coefficients for turbulent flow over rib-
roughened surfaces are not available because of the complex 
flow, such as separation, reattachment, and recirculation, 
created by periodic rib roughness elements. Thus heat transfer 
designers still depend on the semi-empirical correlations over a 
wide range of rib geometry for the friction and heat transfer 
calculations. Those semi-empirical correlations for the friction 
factors and the heat transfer coefficients are derived from the 
law of the wall similarity for flow over rough surfaces. 

The similarity law concept was first developed by Nikuradse 
(1950), who applied it successfully to correlate the friction 
data for fully developed turbulent flow in tubes with sand 
roughness. Based on a heat-momentum transfer analogy, 
Dipprey and Sabersky (1963) developed the heat transfer 
similarity law for fully developed turbulent flow in tubes with 
sand roughness, which is complementary to Nikuradse's 
friciton similarity law. Webb et al. (1971) extended the friction 
and heat transfer similarity laws to correlate the friction and 
heat transfer data for turbulent flow in tubes with periodic rib 
roughness elements. The similarity laws were employed to cor
relate rib-roughened friction and heat transfer data for flow in 
annuli by Dalle Donne and Meyer (1977), for flow between 
parallel plates by Han et al. (1978), for flow in tubes by Gee 
and Webb (1980) and by Sethumadhavan and Raja Rao 
(1983), and for flow in square channels by Han et al. (1985). 
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According to the concept of Nikuradse (1950) and Dipprey 
and Sabersky (1963), the laws of the wall in fully developed 
turbulent flow can be expressed by the velocity and 
temperature profiles normal to the rough surface as 

u+ =2.5\n(y/e)+R{e+) 

T+ = 2.5 l n O / e ) + G ( e + , P r ) 

(1) 

(2) 

where u+ and T+ are the dimensionless velocity and 
temperature at a distance.y from the rough wall, e is the height 
of the ribs of the roughness, and R(e+ ) and G ( e + , Pr) are 
the dimensionless velocity and temperature at the tip of the 
ribs, i.e., at the point y = e. Integrating equations (1) and (2) 
over y in the cross section of a tube (to obtain the dimen
sionless average velocity w+ and the dimensionless average 
temperature f+ , respectively) and combining with the defini
tions of the dimensionless average velocity, w+ = (2//)1 /2 , and 
the dimensionless average temperature, f+ = (//2)1/2/St, 
gives the friction and heat transfer similarity laws as 

R(e+) = (2/f)l/2 + 2.5 ln(2e/£>) + 3.75 (3) 
G(e+, Pr) = JR(e+) + [/ /(2St)-l] /( / /2)1 / 2 (4) 

Equations (3) and (4) imply that the friction (/) and the heat 
transfer (St) data for any geometrically similar roughness 
family (i.e., any e/D ratio) may be correlated by the roughness 
functions, R(e+) and G(e+, Pr), respectively. A family of 
repeated-rib rougheners is defined as geometrically similar if 
the rib pitch, rib shape, and rib angle of attack are not varied. 
In order to correlate the friction and heat transfer data for 
geometrically nonsimilar repeated-rib rougheners, the 
roughness functions may be expressed by 

R = 4>i(e
+, P/e, a, shape, . . .) (5) 

G = (j>1(e
+, Pr, P/e, a, shape, . . .) (6) 

The law of the wall shown in equations (1) and (2) should 
also be applied for fully developed turbulent flow in rec
tangular channels, with different channel aspect ratios (W/H), 
with repeated-rib rougheners. Integrations of equations (1) 
and (2) over y in the cross section of a rectangular channel give 

ii+ =2.5 ln(8/e)+R(e+)-2.5 (7) 

f+ =2.5 ln(5/e) + G(e+, P r ) -2 .5 (8) 

where 5 is the distance between the ribbed wall and the posi
tion of zero shear stress. The length <5 can be related to channel 
dimension by 

5 = (l/2)H=[(H+W)/4W]D (9) 

Using the definition of the dimensionless average velocity, 
tt+=(2//)1/2, the dimensionless average temperature, 
T+ = (//2) l / 2/St, and the length 5 from equation (9) with 
equations (7) and (8), respectively, the friction and heat 
transfer similarity laws in rectangular channels with four-sided 
ribbed walls can be expressed by 

R(e+) = (2/f)W2+2.5 \n{(2e/D)[2W/(W+H)]} +2.5 (10) 

along with equation (4). 
The R and G can be experimentally determined (or cor

related) by measuring / and St for fully developed turbulent 
flow in rectangular channels (given W/H) with four-sided, 
geometrically similar, ribbed walls (given e/D). For 
geometrically nonsimilar ribbed channels, the R and G can be 
expressed as those in equations (5) and (6), respectively. 

N o m e n c l a t u r e 

a 
b 

CR 

D 

A = heat transfer surface area 
(smooth foil on each 
wall) 
plenum height 
plenum width 
contraction ratio between 
plenum and test 
channel = ab/ (WH) 
channel hydraulic 
diameter = 2 WH/(W 
+ H) 

e = rib height 
e+ = roughness Reynolds 

number = (e/Z>)Re(//2)1/2 

/ = friction factor for four-
sided ribbed channel 

fs = friction factor for four-
sided smooth channel 

/ = average friction factor in 
a channel with two op
posite ribbed walls 

f(FD) = fully developed smooth 
tube friction factor 

gc = conversion factor 
G = mass flux = p V; also heat 

transfer roughness 
function 

G = average heat transfer 
roughness function 

h = heat transfer coefficients 
H = flow channel height 
K = thermal conductivity of 

AL 

L 
I 

LHS 
Nu 

(FD) 

Nu, 

Nus 

AP 

P 
Pr 
1 

R 

Re 
RHS 

St 

= channel length for fric-
tional pressure drop 
measurement 

= test channel length 
= plenum length 
= left-hand side wall 
= Nusselt number = hD/K 
= fully developed smooth 

tube Nusselt number 
= the ribbed-side-wall 

centerline-average Nusselt 
number for flow in a 
channel with two op
posite ribbed walls 

= the smooth-side-wall 
centerline-average Nusselt 
number for flow in a 
channel with two op
posite ribbed walls 

= pressure drop across the 
test section 

= rib pitch 
= Prandtl number of air 
= local net heat transfer 

rate from the foil to the 
cooling air 

= friction roughness 
function 

= Reynolds number = GD/JX 
= right-hand side wall 
= Stanton number = Nu/ 

(Re Pr), for flow in a 
channel with four-sided 
ribbed channel 

St, 

St, 

ST (FD) 

St = 

Tb 

Tw 

V 
W 

W/H 

X 

a. 
b 

/* 
P 

the ribbed-side-wall 
centerline-average Stan
ton number for flow in a 
channel with two op
posite ribbed walls 
the smooth-side-wall 
centerline-average Stan
ton number for flow in a 
channel with two op
posite ribbed walls 
fully developed smooth 
tube Stanton number 
the average of the 
centerline-average Stan
ton numbers for flow in 
a channel with two op
posite ribbed walls 
bulk mean temperature 
of air 

local wall temperature 
average velocity of air 
flow channel width 
channel aspect ratio, ribs 
on side W 
axial distance from 
heated test channel 
rib angle of attack 
distance between the 
ribbed wall and the posi
tion of zero shear stress 
average viscosity of air 
average density of air 
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Fig. 1 (a) Sketch of an Internally cooled turbine airfoil; (b) rectangular 
channel with a pair of opposite ribbed walls 

This study concerns turbulent flow in rectangular channels 
with two opposite, instead of four-sided, ribbed walls. Han 
(1984) suggested that the average friction factor/for flow in 
this kind of channel could be found from 

f=(Hfs+Wf)/(H+W) (11) 

which gives the average friction factor as a weighted average 
of the four-sided smooth channel friction factor fs and the 
four-sided ribbed channel friction factor/. These friction fac
tors are weighted by the smooth wall height H and the ribbed 
wall width W, respectively. Equation (11) can be rearranged as 

f=f+(H/W)(f-fs) (12) 

By inserting the expression for / f rom equation (12) into equa
tion (10), the roughness function R of the present study can be 
written as 

R(e + ) = | 2 / [ /+ (H/W)(f-fs)]}i/2 

+ 2.5 \n{(2e/D)\2W/{W+H)]}+2.5 (13) 

where fs can be approximately calculated from the Blasius 
equation for smooth circular tubes (Han, 1984) as 

(14) fs=f(FD) =0.046 Re~ 

Equation (13) implies that the friction roughness function R 
of the present study can be experimentally determined (or cor
related) by measuring the average friction factor (/) for fully 
developed (X/D>3) turbulent flow in rectangular channels 
(given W/H) with two opposite, geometrically similar, ribbed 
walls (given e/D), and by combining with the / calculated 
from equation (14). 

Similarly, in order to apply equation (4), the heat transfer 
similarity law, for flow in rectangular channels with two op
posite ribbed walls of the present study (for X/D> 3), the fric
tion factor if) is replaced by equation (12), and the Stanton 
number (St) replaced by the Stanton number on the ribbed 
side wall (St,.). It is assumed that the ribbed side wall Stanton 
number has a constant value for either two opposite or four-
sided ribbed channels (i.e., S t sS t r ) . The heat transfer 
roughness function G of the present study can then be deter
mined by 

Air 

(b) 
0.64cm Thick 
Wood Plates 

1.28cm Thick 
Plaxiglass Plates 

Buss Bar 

V- Buss Bar 
Three Parallel Strip Foils 
Connected From One End To 
The Other By The Buss Bar 

Fig. 2 (a) Sketch of the test channels and the plenums; (b) test channel 
cross section; (c) distributions of electrical foil heaters 

G(e+ ,Pi) = R(e+)+{ [f+ (H/W) (f-fs)]/(2Str) 

-!}/{[/+ (H/w)(f-fs)\nvn 
(15) 

The roughness functions, R(e+ ) in equation (13) and G(e+, 
Pr) in equation (15), can also be extended to correlate the ef
fects of geometrically nonsimilar parameters, P/e, a, . . . , as 
expressed in equations (5) and (6). One of the objectives of the 
present investigation is to determine correlations for R and G 
for flow in rectangular channels with rib turbulators. 

Based on the abovementioned analysis, there appear to be 
two approaches to obtain the roughness functions R and G. 
The first approach is experimentally correlating R and G from 
equations (10) and (4) by measuring / and St for flow in rec
tangular channels (given W/H) with four-sided ribbed walls 
(given e/D, P/e, . . .). The second approach is correlating R 
and G from equations (13) and (15) by measuring/and Str for 
flow in rectangular channels (given W/H) with a pair of op
posite ribbed walls (given e/D, P/e, . . .) and incorporating 
equation (14). The present study uses the second approach to 
correlate R and G, because the results can be directly applied 
for the design of turbine airfoil cooling passages. 

Experimental Program 

Foil Heated Test Channel. Three rectangular channels 
were constructed. The square channel had a 5.1 cm x 5.1 cm (2 
in. X 2 in.) cross section. Rectangular channel I and rec
tangular channel II had cross sections of 10.2 cm x 5.1 cm (4 
in. x 2 in.) and 10.2 cm x 2.55 cm (4 in. x 1 in.), respectively. A 
Plexiglas plenum was connected to the inlet of the test channel 
to provide a sudden entrance condition. The sketch and 
dimensions of the test channels and the associated plenum are 
shown in Fig. 2(a) and Table 1. 
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Table 1 Dimensions of the test channels and plenums (cm) 

W H W/H D L b a 

Square Channel 5.1 5.1 1 5.1 127.5 15.3 15.3 

Rectangular Channel I 10.2 5.1 2 6.8 127.5 30.6 15.3 

Rectangular Channel I I 10.2 2.55 4 4.08 127.4 30.6 15.3 

Table 2 Rib geometries in each test channel (cm) 

CR 

9 

9 

18 

e 

15D 

15D 

25D 

W/K e e/D P/e a Re x 10~3 

Square Channel 1 0.24 0.047 10 90° 
20 

Rectangular Channel I 2 0.32 0.047 10 90° 
20 

10 
30 
60 

10 
30 
60 

Rectangular Channel I I 4 0.32 0.078 10 90° 10 
20 30 

60 

Rectangular Channel IA 1/2 0.32 0.047 10 90° 10 
20 30 

60 

Rectangular Channel IIA 1/4 0 32 0 070 10 
20 

90° 10 
30 
60 

X/D 

0 3.73 Ribs 3.51 9.35 

i I 

Air 

(a) Square Channel: 90 T.C. on Bottom Ribbed Wall 

90T.C. on RHS Smooth Wall 

W/H= 1 

51 9.35 18.75 

Air 

(b) Rectangular Channel I: 90T.C. on Bottom Ribbed Wall 

90T.C.onRHSSmoothWall 

W/H = 2 

X/D 
0 6.21 

I 
Ribs 14.30 15.59 31.25 

I 

Air fcd 
... — 

/ \ 

—t 

1 I 
(c) Rectangular Channel II: 90 T.C. on Bottom Ribbed Wall 

60T.C.on RHS Smooth Wall 

W/H = 4 

Fig. 3 Detailed thermocouple locations in each test channel 

Each wall of the test channel was made of nonconductive 
material. The nonconductive wall was constructed by the com
bination of a 0.64 cm (0.25 in.) thick wood board and a 1.28 
cm (0.5 in.) thick, Plexiglas plate. Then, the 0.0025 cm (0.001 
in.) thick, stainless steel foils were cemented to the inner face 
(wood-board surface) of each wall, controlled individually by 
a variac transformer, for controllable electrical heating to the 
test channel. The cross section of the test channel and the 
distributions of electrical foil heaters are sketched in Fig. 2(b) 
and Fig. 2(c). 

For ribbed channel tests, brass ribs with a square cross sec
tion were glued periodically in-line on the top and bottom 
walls of the foil-heated channels in a required distribution. 
The thin layer of glue (less than 0.01 cm thick) provides elec
trical isolation (but thermal conduction) from foil to brass 
ribs. Additionally, the rectangular channel I (W/H= 2, ribs on 
side W) and the rectangular channel II (IV/H=4, ribs on side 
W) were modified to be the rectangular channel IA 
(W/H= 1/2, ribs on side W) and the rectangular channel IIA 
(W/H= 1/4, ribs on side W), respectively, simply by moving 
ribs from the top and bottom walls to the right and left-hand 
side walls of the channels. The rib geometries for each test 
channel are shown in Table 2. 

The typical thermocouple locations in each test channel are 
shown in Fig. 3. Each channel had 180, 36 gauge, copper-
constantan thermocouples in strategic locations to measure 
the local surface temperature. Ninety of these thermocouples 
were placed on the bottom ribbed wall (channel width side), 
and the other ninety on the right-hand side smooth wall (chan
nel height side). Sixty of each ninety thermocouples were 
placed along the center line of the ribbed and the smooth walls. 
Twenty of the remaining thirty thermocouples were 
distributed in the fully developed region, along the span wise 
direction of each wall, as shown in Fig. 3. A Fluke 2280A Data 
Logger and a TI PC were used for temperature readings and 
data storage. 

In each test channel, six pressure taps along the top ribbed 
wall and six along the left-hand side smooth wall were used 

for the static pressure drop measurements. A pressure tap was 
alos located at the plenum to check the static pressure of air 
entering the test channel. A Dywer Microtector with accuracy 
up to 0.0025 cm (0.001 in.) water was used for pressure drop 
measurements in the test channel. 

Data Reduction. The local heat transfer coefficient was 
calculated from the local net heat transfer rate per unit surface 
area from the foil (wall) to the cooling air, the local foil (wall) 
temperature, and the local bulk mean air temperature as 

h = q/\A{Tw-T„)\ (16) 

Equation (16) was used for the ribbed side wall and the 
smooth side wall heat transfer coefficient calculations. The 
local net heat transfer rate was the electrical power generated 
from the foil minus the heat loss to the outside of the test 
channel. The electrical power generated from the foil was 
determined from the measured foil resistance and the current 
through the foil on each plate. The effect of the local foil 
temperature on the local foil resistance was estimated to be 
very small and negligible in calculations. The electrical power 
was also checked with the measured voltage drop across the 
foil on each plate. In order to place the results on a common 
basis, the heat transfer area used in equation (16) was always 
that of a smooth foil on each wall. The foil provided a nearly 
uniform heat flux on each wall of the test channel. The max
imum heat loss from the ribbed side wall and the smooth side 
wall was estimated to be less than 3 and 5 percent, respective
ly, for Reynolds numbers greater than 10,000. The net heat 
flux (q/A) level was varied from about 950 to 2500 W/m2 (300 
to 800 Btu/hr-ft2) depending on the test conditions. 

The local wall temperatures used in equation (16) were read 
from the thermocouple output. The bulk mean air 
temperatures entering and leaving the test channel were 
measured by thermocouples. The local bulk mean air 
temperature used in equation (16) was calculated, assuming a 
linear air temperature rise along the flow channel. The total 
net heat transfer rate from the test channel to the cooling air 
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agreed well with the cooling air enthalpy rise along the test 
channel. The inlet bulk mean air temperature was 24° to 29°C 
(75° to 85°F) depending on the test conditions. 

The local Nusselt number of the present study was nor
malized by the Nusselt number for fully developed turbulent 
flow in smooth circular tubes correlated by McAdams as 

Nu/Nu(FZ>) = (hD/K)/[0.023 Re°-8Pr0-4] (17) 

The maximum uncertainty in the Nusselt number was 
estimated to be less than 8 percent for Reynolds numbers 
larger than 10,000 by using the uncertainty estimation method 
of Kline and McClintock (1953). 

The pressure drop across the test channel was measured by a 
microtector. In fully developed channel flow, the average fric
tion factor was calculated from the average pressure drop 
across the flow channel and the mass flow rate of the air as 

f=AP/l4(AL/D)[G2/(2pgc)]} (18) 

The average friction factor of the present investigation was 
based on the isothermal conditions (tests without heating). 
The maximum uncertainty in the average friction factor was 
estimated to be less than 9 percent for Reynolds numbers 
greater than 10,000. 

The average friction factor of the present study was nor
malized by the friction factor for fully developed turbulent 
flow in smooth circular tubes (104<Re<106) proposed by 
Blasius as 

f/f(FD) =//[0.046 Re-°-2] (19) 

Experimental Results and Discussion 

The friction factor and the heat transfer coefficient in the 
smooth channels are given in Han et al. (1986). The maximum 
deviation of the friction factor from the Blasius equation is 12 
percent, and that of the Nusselt number from the McAdams 
correlation is 10 percent. 

The test results for the ribbed channels are presented here. 
Thirty sets of local heat transfer data were obtained (five W/H 
ratios, two P/e ratios, and three Reynolds numbers). The 
detailed raw data for all test runs are given in Han et al. 
(1986). Only the most representative results are presented 
here. The local heat transfer results are presented as the axial 
distributions of a normalized Nusselt number ratio, 
Nu/Nu(FZ>), as given in equation (17). For the transverse ribs 
(a = 90 deg) of the present study, the variations of the local 
heat transfer coefficient in the lateral direction in the fully 
developed region were very small. Therefore, only the local 
Nusselt number ratios along the centerlines of the ribbed side 
and the smooth side walls are presented. These centerline 
Nusselt number ratios are not evenly distributed. In regions of 
interest, such as the entrance and the fully developed, the local 
Nusselt number was determined at up to five stations every rib 
pitch along axial line for the case of P/e= 10 (or ten stations 
for the case of P/e = 20). In regions between the entrance and 
the fully developed, the local Nusselt number was determined 
at only one station every rib pitch. 

Local Heat Transfer Coefficient 

Effect of Rib Spacing. Typical results to illustrate the ef
fect of rib spacing on the centerline heat transfer coefficients 
on both the ribbed side wall and the smooth side wall of the 
square and rectangular channel I are shown in Fig. 4 for 
Re = 30,000. The results show that the local Nusselt number 
ratios on the right-hand side (RHS) smooth wall of the ribbed 
channels decrease sharply with increasing distance for both 
P/e ratios. These are similar to the four-sided smooth channel 
results, except that the former have some small fluctuations 
and about 20-60 percent higher values than the latter because 
of the influence of the adjacent periodic ribs. The local 
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Fig. 5 Effect of Reynolds number on the centerline heat transfer 
distributions 

Nusselt number ratios on the ribbed side wall have larger fluc
tuations, however, and decrease slowly with increasing 
distance, settling into a periodic pattern just after the first few 
ribs (X/D>3.0). For i° /e=10, heat transfer coefficients in
crease after the flow separates from the ribs, decrease after 
flow reattachment on the surface (about 4 rib heights 
downstream from separation), and increase again before the 
flow hits the next rib. 

For P/e = 20, similar heat transfer patterns are observed, 
except that the heat transfer coefficients are 10-20 percent 
lower than those of P/e =10 because of wider rib spacing, 
creating thicker boundary layer thickness after flow reattach
ment between ribs. Periodic distribution of the local heat 
transfer between ribs is obtained after X/D > 3. At X/D < 1.0, 
for both P/e= 10 and 20, the Nusselt number ratios on the 
ribbed side and the smooth side walls are about the same; at 
X/D> 1.0, the ribbed side wall Nusselt number ratios gradual
ly depart from the smooth wall values and are up to two times 
higher at the downstream fully developed region. 

Effect of Reynolds Number. Typical results to 
demonstrate the effect of Reynolds number on the centerline 
heat transfer coefficient of the square and rectangular channel 
II are shown in Fig. 5 for the case of P/e = 20. The Nusselt 
number ratios for Re = 10,000 and 60,000 shown in Fig. 5 have 
the same trend as those for Re = 30,000 shown in Fig. 4. Flow 
tends to reattach more quickly for Re = 60,000, about 2 rib 
heights downstream from separation, than for Re =10,000, 
about 6 rib heights downstream from separation. Therefore, 
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Fig. 6 Effect of channel aspect ratio on the centerline heat transfer 
distributions 

the Nusselt number ratio decreases slightly with increasing 
Reynolds number. 

Effect of Channel Aspect Ratio. Typical results showing 
the effect of channel aspect ratio on the centerline heat 
transfer coefficient are shown in Fig. 6 for the case of P/e = 20 
and Re = 30,000. The Nusselt number ratios on the ribbed side 
and the smooth side walls show the same trend for different 
channel aspect ratios, but the local Nusselt number ratios in 
larger aspect ratio channels (W/H=2 or 4) are higher than 
those in the smaller aspect ratio channels (W/H= 1/2 or 1/4). 
For the same rib geometry (e/D and P/e) and the same flow 
condition (Re), the larger aspect ratio channels have wider 
ribbed side walls and narrower smooth side walls that result in 
a higher heat transfer coefficient; the smaller aspect ratio 
channels have narrower ribbed side walls and wider smooth 
side walls, and therefore the heat transfer coefficient is 
reduced. 

Centerline Average Heat Transfer and Friction Data. To 
develop the heat transfer and friction correlations, the average 
heat transfer coefficient and friction factor are required. 
Based on the local heat transfer and pressure distribution, it 
was found that the Nusselt number has a periodic distribution 
and the friction factor has a constant value in the region where 
X/D>3. Therefore, the heat transfer and pressure data in the 
region with X/D > 3 in each channel were used to determine 
average Nusselt number and the average friction factor. The 
present study bases the average Nusselt (or Stanton) numbers 
on the smooth side wall and on the ribbed side wall on the 
average values of the centerline Nusselt (or Stanton) number 
between X/D = 2.9-3.7 and X/D= 8.5-9.4 for both the square 
channel and rectangular channel I. The average Nusselt (or 
Stanton) numbers are the average values of the Nusselt (or 
Stanton) numbers between X/D = 4.8-6.2 and X/D=14.2-
15.6 for rectangular channel II. 

Typical results showing the effect of Reynolds number and 
P/e ratio on the normalized Nusselt number and the normal
ized friction factor are plotted in Figs. 7-9 for all channels 
studied. As expected, the average heat transfer ratios on both 
the ribbed side and the smooth side walls decrease slightly with 
increasing Reynolds number for all channels, whereas the 
average friction factor ratios increase with Reynolds number. 
The results also show that, for a given Reynolds number, both 
the average heat transfer and friction factor ratios decrease 
with increasing P/e ratio for all channels. Typical results il
lustrating the effect of the channel aspect ratio on the average 
heat transfer and friction ratios are included in Figs. 8 and 9. 
Again the results show that the average Nusselt number and 
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Fig. 8 Heat transfer and friction versus Re for rectangular channel I 

the average friction factor ratios increase with increasing 
channel aspect ratio from 1/2 to 2, and from 1/4 to 4, 
respectively. 

Heat Transfer Performance Comparison. One of the per
formance evaluation criteria was to compare the increased 
heat transfer, [Str/St(FZ?)]/[///(F£»)]1/3 or [St/St(F£>)]/ 
[f/f(FD)]ln, for the same surface area and pumping power. 
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Fig. 9 Heat transfer and friction versus Re for rectangular channel II 

Typical results to demonstrate the effect of channel aspect 
ratio on the increased heat transfer for a constant pumping 
power are shown in Fig. 10 for e+ = 200 and P/e =10. The in
creased ribbed side wall heat transfer for a constant pumping 
power, [Str/St(FD)]/[f/f(FD)]wl, decreases from 1.5 to 1.25 
when the channel aspect ratio (W/H, ribs on side W) increases 
from 1/4 to 4. The increased average heat transfer, [St/St 
(FD)]/[f/f(FD)]w\ increases from 1.06 to 1.13, however, 
when the W/H ratio changes from 1/4 to 4. 

Friction and Heat Transfer Correlations. Based on the 
ribbed channel analysis discussed earlier, the wall similarity 
laws were employed to correlate the friction and heat transfer 
data for fully developed turbulent flow in rectangular chan
nels with two opposite ribbed walls of the present study. Ac
cording to the friction similarity law derived in equation (13), 
the measured average friction factor (/), the channel aspect 
ratio (W/H), the rib height-to-hydraulic diameter ratio (e/D), 
and the Reynolds number could be correlated with the friction 
roughness function R(e+). The geometrically nonsimilar 
parameter, the ratio P/e, could also be taken into account. A 
plot of R/(P/e/\0)oi5 versus roughness Reynolds number e+ 

is shown in Fig. 11. The published friction data by Han (1984) 
for fully developed turbulent flow in a square channel 
(W/H= 1) with two opposite ribbed walls, and with values of 
e/D, P/e, and Re similar to those of the present study, were 
correlated by using equation (13) and also included in Fig. 11. 
Figure 11 shows that the present friction results compare well 
with the published data. The correlation of the friction 
roughness function R shown in Fig. 11 can be written as 

R = 3.2((P/e)/lO)035 f o r e + > 5 0 (20) 

The deviation of equation (20) is ± 6 percent for 95 percent of 
the data shown in Fig. 11. Note that R in equaton (20) is in-
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dependent of e+. This implies that the average friction factor 
is almost independent of Reynolds number (i.e., in the fully 
rough region with e+ >50). After R is determined experimen
tally from equation (20), the average friction factor (f) can be 
predicted by combining equations (13), (14), and (20) for a 
given rib geometry (e/D, P/e), channel aspect ratio (W/H), 
and Reynolds number. Equation (20) is valid for 
0.021 <e /£><0.078 , 1 0 < P / e < 2 0 , 1<W/H<4, and 
8000 < Re < 80,000. 

According to the heat transfer similarity law derived in 
equation (15), the measured centerline-average Stanton 
number (converted from centerline-average Nusselt number) 
on the ribbed side wall Str, the average friction factor / , the 
channel aspect ratio W/H, and R could be correlated with the 
heat transfer roughness function G(e+ , Pr). The effect of the 
P/e ratio on the G(e+ , Pr) is negligible. A plot of G versus e + 

is also shown in Fig. 11. Again, the published heat transfer 
data by Han (1984) were correlated by using equation (15) and 
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included in Fig. 11. The present heat transfer results compare 
well with the published data. For a Prandtl number of 0.703 of 
the present study, the correlation of G shown in Fig. 11 can be 
represented by 

G = 3.7(e+)0-28 f o r e + > 5 0 (21) 

The deviation of equation (21) is ± 8 percent for 95 percent of 
the data shown in Fig. 11. After G is correlated experimentally 
from equation (21), the ribbed-side-wall centerline-average 
Stanton number (Str) can be predicted by combining equa
tions (13), (14), (20), (15), and (21) for a given e/D, P/e, 
W/H, and Re. Equation (21) is valid for 0.021 <e/D<0.078, 
10<P/e<20 , 1<W/H<A, and 8000<Re<80,000. 

Since both the smooth-side-wall centerline-average Stanton 
number (Sts) and the ribbed-side-wall centerline-average Stan
ton number (St,.) were measured, the average Stanton number 
(St) between the smooth side and the ribbed side walls was ob
tained. Assuming that equation (15) can be used to correlate 
the average heat transfer data by replacing G and Str by G and 
St, the correlation of the G shown in Fig. 11 can be ex
pressed by 

G = 4.5(e + ) 0 2 8 f o r e + > 5 0 (22) 

The deviation of equation (22) is ± 10 percent. If G, G, R, and 
/ a r e known for a given e/D, P/e, W/H, and Re, the ribbed-
side-wall centerline-average Stanton number Str and the 
average Stanton number St can be predicted, respectively, 
from equation (15), and from the same equation (15) by 
replacing G and Str by G and St. After determining Str and St 
from correlations, the smooth-side-wall centerline-average 
Stanton number Sts can be found by 

Sts = S"t + (JK/7/)(St-St,). (23) 

Concluding Remarks 

The effect of the channel aspect ratio on the distributions of 
the local heat transfer coefficient in rectangular channels with 
two opposite rib-roughened walls have been investigated. The 
main findings of the study are: 

1 For all test channels, the local Nusselt number becomes 
uniformly periodic between ribs in the axial direction after 
several ribs from the channel entrance (X/D>3). 

2 The local Nusselt number on the ribbed side wall is about 
two to three times higher than the four-sided smooth channel 
values, depending on the e/D, P/e, W/H, and Re. The local 
Nusselt number on the smooth side wall is also enhanced 
about 20-50 percent because of the influence of the adjacent 
periodic ribs. 

3 The local (and the average) ribbed-side-wall Nusselt 
number ratio decreases with increasing rib spacing or 
Reynolds number and increases with increasing rib height or 
channel aspect ratio, for a constant Reynolds number. 

4 The increased ribbed-side-wall heat transfer in a smaller 

aspect ratio channel is higher than that in a larger aspect ratio 
channel, for a constant pumping power. But, the increased 
average heat transfer is slightly lower, under the same pump
ing power conditions. 

5 Based on the ribbed channel analysis, the correlations for 
the friction factor and the Stanton number are obtained. 
Those friction and heat transfer data compare very well with 
the published data. The correlations are valid for <?+>50, 
0.021 <e /£><0.078 , 1 0 < P / e < 2 0 , 1<W/H<4, and 
8000 < Re < 80,000. The correlations can be used in the design 
of turbine airfoil cooling passages. 

Acknowledgments 

This work was funded through Mr. Curtis Walker at the 
U.S. Army Propulsion Laboratory and monitored by Mr. 
Robert Boyle at the NASA-Lewis Research Center under Con
tract No. NAS 3-24227. Additional support was provided by 
NSF Grant MEA-8205234. Their support is greatly ap
preciated. Experimental data were taken by Dr. J. S. Park, 
Mr. M. Y. Ibrahim, and Mr. C. K. Lei, all of Texas A & M 
University. 

References 
Dalle Donne, M., and Meyer, L., 1977, "Turbulent Convective Heat Transfer 

From Rough Surfaces With Two-Dimensional Rectangular Ribs," Int. J. Heat 
Mass Transfer, Vol. 20, pp. 582-620. 

Dipprey, D. F., and Sabersky, R. H., 1963, "Heat and Momentum Transfer 
in Smooth and Rough Tubes in Various Prandtl Number," Int. J. Heat Mass 
Transfer, Vol. 6, pp. 329-353. 

Gee, D. L., and Webb, R. L., 1980, "Forced Convection Heat Transfer in 
Helically Rib-Roughened Tubes," Int. J. Heat Mass Transfer, Vol. 23, pp. 
1127-1136. 

Han, J. C , 1984, "Heat Transfer and Friction in Channels with Two Op
posite Rib-Roughened Walls," ASME JOURNAL OF HEAT TRANSFER, Vol. 106, 
No. 4, pp. 774-781. 

Han, J. C , Glicksman, L. R., and Rohsenow, W. M., 1978, "An Investiga
tion of Heat Transfer and Friction for Rib-Roughened Surfaces," Int. I. Heat 
Mass Transfer, Vol. 21, pp. 1143-1156. 

Han, J. C , Park, J. S., and Lei, C. K., 1985, "Heat Transfer Enhancement 
in Channels With Turbulence Promoters," ASME Journal of Engineering for 
Gas Turbines and Power, Vol. 107, pp. 628-635. 

Han, J. C , Park, J. S., and Ibrahim, M. Y., 1986, "Measurement of Heat 
Transfer and Pressure Drop in Rectangular Channels With Turbulence Pro
moters," NASA Contractor Report 4015; AVSCOM Technical Report 86-C-25, 
pp. 1-197. 

Han, J. C , and Park, J. S., 1988, "Developing Heat Transfer in Rectangular 
Channels With Rib Turbulators," Int. J. Heat Mass Transfer, Vol. 31, No. 1, 
pp. 183-195. 

Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in 
Single-Sample Experiments," Mechanical Engineering, Vol. 75, pp. 3-8. 

Nikuradse, J., 1950, "Laws for Flow in Rough Pipes," NACA TM 1292. 
Sethumadhavan, R., and Raja Rao, M., 1983, "Turbulent Flow Heat 

Transfer and Fluid Friction in Helical-Wire-Coil-Inserted Tubes," Int. J. Heat 
Mass Transfer, Vol. 26, pp. 1833-1844. 

Webb, R. L., Eckert, E. R. G., and Goldstein, R. J., 1971, "Heat Transfer 
and Friction in Tubes With Repeated-Rib Roughness," Int. J. Heat Mass 
Transfer, Vol. 14, pp. 601-617. 

328/Vol. 110, MAY 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. Garimella 
Affiliate Member, 

Battelle Columbus Laboratories, 
Columbus, OH 43201 

D. E. Richards 
Assistant Professor. 

Assoc. Member 

R. N. Christensen 
Associate Professor. 

Mechanical and Nuclear Engineering 
Graduate Programs, 

Department of Mechanical Engineering, 
The Ohio State University, 

Columbus, OH 43210 

Experimental Investigation of Heat 
Transfer in Coiled Annular Duets 
Forced convection heat transfer in coiled annular ducts was investigated experimen
tally. Average heat transfer coefficients were obtained for both laminar and transi
tion flows. Two coiling diameters and two annulus radius ratios were used in the 
study. The data were correlated with Dean number and Reynolds number separately 
and compared with the available studies of coiled circular tubes and straight annular 
ducts. It was found that coiling augments the heat transfer coefficients above the 
values for a straight annulus especially in the laminar region. However, the augmen
tation is less than would be expected for a coiled circular tube. The augmentation 
decreases as the flow enters the transition region. 

Introduction 

Coiled tube-in-tube heat exchangers are used extensively in 
HVAC applications because they provide a large surface area 
per unit volume. Design of these exchangers requires 
knowledge of heat transfer coefficients for coiled circular 
tubes and for coiled annular ducts. Correlations for predicting 
heat transfer in coiled circular tubes are available in the 
literature; however, no work has been reported on coiled an
nular ducts. This paper presents the results of an experimental 
study of forced convection heat transfer in coiled annular 
ducts. A cross section of this duct is shown in Fig. 1 where the 
duct inner and outer diameter are dt and d0, respectively, and 
D is the coiling diameter. The experiments were performed us
ing a coiled tube-in-tube heat exchanger with water as the heat 
transfer medium. 

The literature is conspicuously devoid of studies on forced 
convection heat transfer in coiled annular ducts. Thus, discus
sion of the related forced convection literature will be divided 
into two categories: flow inside coiled circular tubes and flow 
inside straight annular ducts. 

A recent paper by Yao and Berger [1] provides a com
prehensive review and some insight into flow in coiled ducts. 
When a fluid flows in a coiled duct, 'a centrifugal force is 
generated due to the curvature. This force is proportional to 
the square of the axial velocity, which varies across the cross 
section. The centrifugal force is small at the wall where the 
viscous forces dominate. The interaction between the cen
trifugal and viscous forces produces secondary flow loops, 
which result in enhanced heat transfer when compared with a 
straight tube. 

Early theoretical studies on flow in curved tubes were per
formed by Dean [2, 3] who attempted to determine the devia
tion of the velocity profile from the Poiseuille flow pattern by 
solving the Navier-Stokes equations. From dynamic similarity 
considerations, he demonstrated that curvature produces a 
secondary flow. He also introduced a dimensionless grouping, 
the Dean number, which characterizes flow in coiled tubes. 
The Dean number represents the ratio of the square root of the 
product of the inertia and centrifugal forces to the viscous 
force and can be written as 

De = R e 5 ' (1) 

where Re is the Reynolds number based on hydraulic diameter 
and 5 is the ratio of the duct hydraulic diameter to the coiling 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, New Orleans, Louisiana, December 1984. Manuscript 
received by the Heat Transfer Division May 28, 1986. Keywords: Forced Con
vection, Rotating Flows. 

diameter, dh/D. Berger et al. [4] present a good discussion of 
the many variations in the definition of Dean number. 

The criterion for transition from laminar to turbulent flow 
was established by Ito [5-7] who experimentally measured 
laminar and turbulent friction coefficients. Ito's transition 
criterion can be represented by the relation 

Recritical = 2 x l O W - 3 2 (2) 
A Nusselt number correlation was developed by Mori and 
Nakayama [8] for heat transfer in the laminar flow regime 
with the uniform heat flux boundary condition. The correla
tion was based on a theoretical analysis combined with ex
periments using air as the working fluid. For Prandtl numbers 
greater than one, the following expression was obtained: 

Nuc 

~NuT 
0.1979 De1 

H £ L40 120 V 10g 30 / lOPrJ J 

where 

^ M ( ' + T ^ ) ] 

(3) 

(4) 

Fig. 1 The coiled annulus 
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Pr = Prandtl number; Nuc = Nusselt number for coiled 
tubes; Nus = Nusselt number for straight tubes. 

Turbulent heat transfer has been studied by Seban and 
McLaughlin [9] using two coils with 1/6 = 17 and 104 in 
which the fluid was heated by passing a current through the 
tube wall. The data were correlated by 

NuPr-°-4=O.O23Re0-85(<5)° (5) 

Similar studies were conducted by Rogers and Mayhew [10], 
who used water flowing through steam-heated tubes (1/5 = 
10.8, 13.3, and 20.12). Ito's criterion for transition was also 
validated in these experiments. 

In a straight annular duct, the inner and outer surface each 
have a different Nusselt number. Different combinations of 
constant-surface-temperature and constant-heat-flux bound
ary conditions can be imposed on these surfaces. Lundberg et 
al. [11] have solved all the combinations of this problem for 
the laminar flow case. Analytical approaches to this problem 
use the linearity of the energy equation and superposition to 
build asymmetric heating solutions from the two fundamental 
solutions: outer wall heated with the inner insulated and inner 
wall heated with the outer insulated. The most comprehensive 
study on heat transfer in the turbulent flow regime was done 
by Kays and Leung [12]. They combined an experimental 
study with analytical derivations to obtain solutions for radius 
ratios between 0.0 and 1.0, Prandtl numbers between 0.0 and 
1000, and Reynolds numbers above 104. As for the laminar 
flow case, these constant heat flux solutions can be used to ob
tain the more general results. 

In the transition region for straight annular ducts, work on 
fluid friction has been used to predict critical Reynolds 
numbers. Walker et al. [13] studied fluid friction for the 
laminar, transition, and lower turbulent ranges of flow of 
water in annular ducts. They argued that since the shear 
stresses on the inner and outer surfaces of the annulus are dif
ferent, the corresponding friction factors will be different. 
Therefore, the friction factors can be correlated with Reynolds 
numbers based on two different hydraulic radii 

^yA=-shrr- (6) 2r, 

Re*,=-
2rn 

(7) 

where rm is the radius of the maximum velocity or zero shear 
and /•,• and r0 are the inner and outer radii, respectively. When 
the inner radius is made vanishingly small, Re;,, loses 
significance. Therefore, they use Reh2 as the basis for correla
tion. In addition, rm is calculated for the entire range of 
Reynolds numbers assuming laminar flow. The bulk average 
linear velocity is taken over the entire annular section between 
the outer and inner radii. The critical Reynolds numbers so 

calculated were found to be approximately linear functions of 
the radius ratio. 

The foregoing discussion has shown that past studies have 
addressed flow and heat transfer in curved circular tubes and 
straight annular ducts separately. The present study in
vestigates the effet of coiling on forced convection heat 
transfer in an annular duct. Attention is also directed to the 
transition flow regime, a subject which has been studied by 
few investigators. 

Experimental Apparatus and Procedures 

Figure 2 presents a schematic overview of the experimental 
test facility. Two independent loops, an open city water loop 
and a closed water loop were used. The closed loop conveyed 
hot water through one side of the heat exchanger (1) being 
tested. Four banks of resistance heaters (2) provided heating 
of this loop on demand up to a total capacity of 34 kW. City 
water passed through the other side of the exchanger and 
served as the coolant. Any additional cooling required in the 
closed loop was accomplished using an auxiliary cooling bay 
fed by a separate open city water loop (3). Water cooled to the 
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city water inlet temperature entered a magnetically driven gear 
pump (Series 200 Micropump) (4) controlled by a variac, 
which drives the closed loop. Flow rate in the closed loop was 
measured with a Flow Technology turbine meter (5) connected 
to a modulated carrier RF pickoff. The closed-loop circuit is 
completed when water from the pump returns to the heaters. 
The loop was pressurized to prevent boiling and was pressure 
tested to withstand up to 100 bars. Venting was provided by a 
relief valve located at the highest elevation in the loop. 

Inlet and outlet temperatures of both streams of the heat ex
changers were measured by TYPE T thermocouples rated to 
meet the ANSI special limits of error, i.e., 0.5 °C or 0.4 per
cent (whichever is greater). To determine the temperature pro
file along the length of the coil, TYPE T thermocouple wires 
with ANSI standard limits of error were taped to the outer sur
face of the coils using a high thermal conductivity silicone 
paste (OMEGATHERM 201) to ensure good thermal contact. 

An Analog Devices MACSYM 350 computer was used for 
control and data acquisition. The control algorithm main
tained the water temperatures at the heat exchanger inlet at 
specified levels. Fluctuation in the specified level was ±5 per
cent. The computer also recorded the temperatures, pressures, 
and flow rates at specified time intervals. When steady state 
was attained, the control algorithm changed sampling rates 
while recording ten sets of data over a specified time interval. 
These ten sets were then averaged on-line, with the actual 
"data set" consisting of the average value and standard devia
tion for each variable. 

Two different heat exchanger coils were used in the ex
periments: Coil 1 and Coil 2. Schematic drawings of these 
coils with dimensions are presented in Figs. 3 and 4. Both 
tube-in-tube coils were fabricated from 316 stainless steel. To 
preserve concentricity of the annular shell-side cross section, a 
spacer wire was twisted around the inner tube. Coil 1 was 
45.72 m long and had two coiling diameters: an inner diameter 
of 0.45 m and an outer diameter of 0.51 m. The average coil
ing diameter D = 0.48 m was used for calculations. The 
spacer wire had a diameter of 1.07 mm and a pitch of 1 wrap 
per 0.36 m. Coil 2 was 31.70 m long and coiled around a 
diameter of 0.36 m. The spacer wire for this coil had a 
diameter of 2.41 mm and a pitch of one wrap per 0.2 m. Both 
coils were wrapped with a 25-mm-thick fiberglass insulation 
layer on the inside and outside. In addition, the cylindrical 
cavity in the coil was completely filled with loosely packed in
sulating material. Some sample test runs showed negligible 
heat loss to the ambient. 

The experiments were designed so that shell-side heat 
transfer coefficients could be calculated using measured 
overall heat transfer coefficients and predicted tube-side heat 
transfer coefficients. The tube side mass flow rate was main
tained constant while the shell-side flow rate was varied. In 
another set of experiments, the shell-side flow rate was main
tained constant while the tube side flow rate was varied. The 
procedure outlined above was used to generate heat transfer 
data for the Reynolds number range 1000 < Re < 9500 and 
Prandtl number range of 2 < Pr < 8. The variation in Prandtl 

Spacer WireltfloD 

Fig. 3 Coil 1 schematic 
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number was obtained by using different water inlet 
temperatures for different test runs. 

Analysis of Experiments 

In the following discussion, it will be assumed that the 
closed water loop passes through the shell side and city water 
passes through the tube side of the heat exchanger. In addi
tion, the properties of each stream are assumed constant and 
evaluated at the average bulk temperatures. Due to the 
relatively small temperature difference between the two 
streams, viscosity variation from the bulk to wall surface 
temperature was assumed to be insignificant. 

Heat loss from the shell side can be evaluated from 

Q = ms(Tin-T0Ul)CBS 

where Q = heat loss; ms •• 
side inlet temperature; Tm 

(8) 

shell-side flow rate; Tin = shell-
= shell-side outlet temperature; 

Cp = shell-side specific heat. Solving a heat balance applied 
to the tube side for mass flow rate yields 

(9) 
^pt I * out, * in, ) 

where m, = tube-side flow rate; Cpt = tube-side specific heat; 
Tou,t = tube-side outlet temperature; Tm = tube-side inlet 
temperature. 

The overall heat transfer can also be evaluated using 

Q=UAATLM (10) 

where Q = heat transfer evaluated using equation (8); U = 
overall heat transfer coefficient, A = area on which the heat 
transfer coefficients are based; ATlM = log-mean-
temperature difference: 

A7\w = 
V * ins * outi ) \* oi T ) 

1 mt > 

In 
T —T 

(11) 

Section AA 

Spacer Wire (£2.41) 

(All Dimensions are in mm) 

Fig. 4 Coil 2 schematic 
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When the overall coefficient is based on the outer surface of 
the inner tube, U is defined as 

Ui+R*+x\ (12) 

where hj0 = tube-side heat transfer coefficient, referred to the 
outer diameter; h0 = shell-side heat transfer coefficient; Rlh 

= thermal resistance of the tube wall. Fouling resistances on 
both sides of the tube-wall have been neglected. This is a valid 
assumption because the tubes were new. The heat transfer area 
is given by 

A = trdiL (13) 

where L is the length of the heat exchanger and dt is the outer 
diameter of the inner tube. Once U was calculated, ha was ob
tained using h evaluated from equation (3), or equation (5) as 
required. When the flow rate in one stream was much lower 
than in the other, the experimental results indicated that the 
temperature attained an asymptotic profile after the first few 
coils (Fig. 5). A flat temperature profile region is unreliable 
for heat transfer calculations because the temperature dif
ferences between the streams approach the magnitude of the 
error bands of the thermocouples. Thus, only the portion of 
the heat exchanger with nonasymptotic temperature profiles 
was used. 

Direct temperature measurements of the shell-side fluid 
temperatures were made only at the inlet and outlet of the coil. 
Since outside tube wall temperatures were also measured at 
these locations, an average temperature drop between the tube 
wall surface and shell-side fluid temperatures was estimated 
using outside tube wall temperatures and this average 
temperature drop (which was always below 1°C). Once the 
shell-side temperature at L was calculated the corresponding 
tube-side temperature was obtained from an energy balance. 

To study the variation of average U values with heat ex
changer length, an average U value was calculated between the 
inlet and each thermocouple location. Some typical profiles 
which represent the entire range of mass flow rates are 
presented in Fig. 6. Although the influence of the entrance 
length is apparent in the first section, it is almost imperceptible 
at length L. For points that are one thermocouple location 
upstream or downstream of the length L, the deviation in [/is 
less than 4 percent. This value was used as the fully developed 
value. The effective exchanger lengths were chosen as 11.5 m 
for Coil 1 and 11.2m for Coil 2. These lengths were kept con
stant for all runs. 

The shell-side Nusselt number was calculated using {d0 -
dj) as the characteristic length. This is appropriate because a 
calculation of the flow cross-sectional area and the wetted 
perimeter with the wire insert included showed that there was 
only 5 percent change from the true annulus values. 
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The uncertainty in the mass flow rates used for the calcula
tions was ±0.15 percent. Temperatures were accurate up to 
±1.5 percent. From the tolerances in the heat exchanger 
dimensions, it was estimated that the uncertainty in the area 
used for the heat transfer calculations was approximately 2.0 
percent. Tube-side heat transfer coefficients were taken from 
various sources in the literature as discussed earlier. A conser
vative estimate of the error in this quantity is ±30 percent. 
Also, due to turbulent flow on the tube side, heat transfer 
coefficients on this side were typically about three times higher 
than shell-side heat transfer coefficients. Any errors in h-, 
would thus not significantly affect the values obtained for h0. 
All the abovementioned uncertainties were combined using a 
propagation of uncertainties approach and the uncertainty in 
the shell-side Nusselt numbers was estimated to be 11 percent. 

Comparison With Past Studies 

The results from the experiments in the present study are 
compared with the available correlations for straight concen
tric annuli and curved circular tubes. This comparison 
demonstrates the influence of Reynolds number (Re), Dean 
number (De), Prandtl number (Pr), annulus radius ratio (/•*), 
and coiling ratio (<5) on Nusselt number. Heat transfer in the 
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annulus was also influenced by the presence of the twisted wire 
insert. Any deviation from, for example, the case of a straight 
annular duct is due to a combination of both the curvature 
and the wire insert. In view of the lack of a systemized data 
base for the effects of wire inserts in curved and straight an
nular ducts, the approach used here is to recognize that the 
wire insert influences the flow, but to concentrate mainly on 
the parameters representing curvature 5, and the annular cross 
section r*. A qualitative discussion of how the insert may in
fluence the flow is presented later. 

Since Prandtl number has a demonstrated effect on laminar 
and turbulent heat transfer in coiled ducts, see equations (3) 
and (5), the data should be separated into groups so that the 
scatter due to the Prandtl number effect does not obscure the 
influence of other variables. Therefore, the data were divided 
into three groups according to Prandtl number: 2 < Pr < 4, 4 
< Pr < 6, and 6 < Pr < 8. Corresponding correlations from 

the literature were evaluated at Prandtl numbers of 3, 5, and 7 
respectively, and presented in the appropriate figures. 

In accordance with existing correlations, the comparison 
with straight annular ducts is based on Reynolds number 
(Figs. 7 to 9), while that with curved tubes is based on Dean 
number (Figs. 10 to 12). It was expected that plots based on 
Dean number would demonstrate the effect of /•*, while plots 
based on Reynolds number would demonstrate the effect of 
the coiling ratio 8. At the very outset, it should be noted that 
very little can be inferred about the influence of r* because the 
two values used in the study, 0.81 and 0.64, were not very dif
ferent from each other. 

In Figs. 7 to 9, the laminar and turbulent portions of the 
curve are from the data of Lundberg et al. [11] and Kays and 
Leung [12]. Because of the lack of information in the 
literature on the transition region for straight annular ducts, a 
logarithmic interpolation between the laminar and turbulent 
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regimes was chosen to represent this region. The critical 
Reynolds numbers were calculated from the curves by Walker 
et al. [13], with the appropriate adjustments for the difference 
in hydraulic diameter (equation (7)). 

As shown in Figs. 7-9, the Nusselt numbers for coil 2, 5 = 
0.02, are greater than those for coil 1,5 = 0.006. Also, in all 
three curves, the experimental Nusselt numbers are 
significantly higher than the predicted values for a straight an-
nulus with the exception of some points at Pr = 3. The 
augmentation is greater in the laminar regime than at higher 
Reynolds numbers. These trends agree with the curved circular 
duct literature; Mori and Nakayama [8] showed significant 
augmentation in curved tubes which increased with the degree 
of coiling and Seban and McLaughlin [9] showed almost no 
augmentation in curved tubes for turbulent flow. Thus, it is 
only reasonable to expect a decreasing augmentation as the 
flow conditions approach the turbulent region. 

The data were also compared with curved tube literature 
(Figs. 10-12) to determine the difference between augmenta
tion in an annular duct and a circular tube. Mori and 
Nakayama's correlation, equation (3), for the laminar regime 
and Seban and McLaughlin's empirical correlation, equation 
(5), for the turbulent region are shown on these figures for 
comparison. The transition point is chosen according to Ito's 
criterion, equation (2), for curved tubes. 

Figures 10-12 show that Nusselt numbers in a curved an-
nulus are significantly lower than those in a circular tube at all 
Prandtl numbers. In addition, data points for Coil 1 and Coil 
2 can no longer be clearly distinguished from each other as was 
the case in Figs. 7-9. Data points from both coils collapse to a 
single curve in the laminar region. This indicates that the Dean 
number is an appropriate parameter to correlate heat transfer 
in a curved annular duct. The scatter is greater in the transi
tion regime than in the laminar region. This is to be expected 
because Dean number, which represents secondary flows and 
augmentation, is an accepted nondimensional number 
primarily for the laminar regime. Hence, the transition points 
for Coil 2, which were higher in Figs. 7-9, are lower than 
points for Coil 1 in these figures. This indicates that the coiling 
ratio 5 is less important than the Dean number would indicate. 
Figure 11 also shows that there is a steeper rise in Nusselt 
numbers beyond a Dean number of about 320 for Coil 1. This 
might be an indication of the occurrence of transition around 

this point. However, a definite statement about this cannot be 
made without further investigation. 

The augmentation due to curvature (Nuc/Nus) in an an-
nulus is compared with that in a circular tube in Figs. 13-15. 
For the annulus, transition Reynolds numbers were calculated 
using equation (7). For the circular tube case, critical Reynolds 
numbers were calculated using equation (2). The correspond
ing Dean numbers for both geometries were obtained using 
equation (1). As in the earlier comparisons, these figures 
demonstrate that augmentation in an annular duct is less than 
that in a circular tube in the laminar regime. They also show 
that correlating the data with Dean number results in the 
points from both coils collapsing together on the same general 
curve in the laminar regime. A more significant feature of 
these curves, however, is the sharp change in augmentation at 
higher Dean numbers. Figure 14 shows a steep decrease in 
augmentation beyond a Dean number of around 250 for the 
coil with 5 = 0.006 and beyond 400 for the coil with <5 = 0.02. 
This trend indicates the onset of transition with augmentation 
levels decreasing from the large laminar values to almost 
negligible values in turbulent flow. It is also evident that tran
sition is delayed at higher coiling ratios, which agrees with 
curved circular tube results [5]. 

Figures 13, 14, and 15 indicate that transition occurs over a 
range of Dean numbers, not at a unique point. Although the 
exact values of the upper and lower critical Dean numbers can
not be determined, it appears that they have different values. 
These values need to be identified more clearly in future work. 
These figures also show that the slope of the data points in the 
transition region is steeper at higher Prandtl numbers. This is 
to be expected, because laminar augmentation is greater at 
higher Prandtl numbers, whereas turbulent augmentation is 
independent of Prandtl number. 

The geometry of the double-pipe heat exchangers used in 
this study provides only an approximation to the theoretical 
curved annulus. While maintaining concentricity in the an
nulus, the spacer also leads to swirl in the flow and interrup
tions in the secondary flow loops. 

The effects of a twisted wire insert on heat transfer in a 
straight annulus with a grooved inner tube have been in
vestigated by Kemeny and Cyphers [14]. Bergles [15] provides 
a comprehensive survey of the effects of various insert 
geometries (including the abovementioned case) on heat 
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transfer in straight tubes and annular ducts. It appears from 
these investigations that the parameter most important 
in characterizing the effects of various inserts is the 
pitch/diameter ratio and in the case of protrusions on the tube 
surface, it is the spacing/height ratio. This leads to the conclu
sion that for the present case, the appropriate parameter 
would be the pitch/diameter ratio of the spacer wire. Accord
ing to these investigators, there seems to be an optimum value 
of about 20 for this parameter, beyond which the swirl in
troduced is not sufficient to augment the heat transfer for 
most geometries. Spacer wires used in this study have 
pitch/diameter ratios of 336 for Coil 1 and 83 for Coil 2. 
Therefore any influence on the primary heat transfer 
mechanism can safely be neglected. 

Secondary flow loops, however, might be inhibited to some 
extent by the spacer. The consequent decrease in the stabiliz
ing effects of curvature would tend to bring about transition 
from laminar flow at lower Dean numbers than in a curved an
nular duct without a spacer. Figures 13-15 tend to substantiate 
this argument. A slight decrease in heat transfer would also 
result from the inhibition of the secondary flow loops. 

In summary, it is impossible quantitatively to separate out 
the effect of the wire insert. A coiled tube-in-tube heat ex
changer without the wire insert would have had an eccentric 
annular flow passage, which would also have been impossible 
to quantify. It is our considered opinion that the data do pro
vide useful information about heat transfer in a coiled annular 
duct with a wire insert. These results should provide the 
designer with a useful correlation for a practical geometry. 

Curved Annulus Heat Transfer Correlations 

In the foregoing discussion, an attempt was made to com
pare the experimental data with past studies with the objective 
of identifying the parameters which influence heat transfer. 
Some qualitative insight was also obtained about the relative 
significance of these parameters. It is now possible to con
solidate these influences into numerical formulae at least for 
the more significant variables. Thus, it is required to deter
mine the constant and the exponents in the expression 

N\i = aRemPr"8Pr*i (14) 

A suitable combination of m and/? could yield a correlation in 
terms of the Dean number. Multivariate regression analysis 
was used to fit the data to equation (14). 

At first, Re and 5 were combined as De and a fit was at
tempted for Nu versus De and Pr. The data sets for each coil 
were fit separately to find out whether the dependence on 
these variables was similar. The fits obtained were as follows: 

Coi l l : (5 = 0.0063) 

Nu =0.012 De'-"Pr0-61 

Coil 2: (5 = 0.01977) 

Nu =0.080 De°-756Pr0-58 

(15) 

(16) 

Equations (15) and (16) correlate the data within +22 and 
— 26 percent, respectively. The exponents for Pr are almost 
equal in both cases and thus, an exponent of about 0.6 seems 
to suffice over a range of coiling ratios. Because the exponents 
for De are significantly different in each case, the Dean 
number has not accounted for the difference in coiling ratios 
in the two cases. However, as has been shown in Figs. 10-12, 
the Dean number represented the augmentation effects in both 
coils and resulted in the experimental data points collapsing 
around a single curve for the laminar regime. Therefore, this 
difference in the exponents might be due to the augmentation 
phenomena being different at the higher Reynolds numbers, 
i.e., in the transition region. 

To investigate this further, data sets for each coil were 
divided into two parts. The demarcation point was chosen at 
De = 350 around which Figs. 7 to 9 show a change in slope 
and a divergence between points for the two coils. The choice 
of the transition Dean number did not significantly influence 
the correlations obtained from these two groups because there 
were very few data points between De = 300 and 400. A fit of 
the form Nu versus Re, Pr, and 5 was now attempted. The ad 
hoc assumption about the validity of Dean number was not 
made and exponents for Re and 8 were found separately. For 
the low Re group, the data were correlated to within + 22 and 
- 1 6 percent by 

Nu = 0.027Re°-94PrOS95a< (17) 

Re and 8 can now be combined as a Dean number to yield 

Nu = 0.027De0-94Pr°-695001 (18) 

This shows that the Dean number does indeed represent the 
heat transfer in laminar flow. The exponent for Pr is higher in 
equation (18) than in equations (15) and (16). The higher value 
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accounts for the increased augmentation in the laminar 
regime. 

In the transition region, the equation obtained was 

Nu = 0.0018ReU3Pr°-6550-22 (19) 

Equation (19) correlated the data to within + 27 and - 24 per
cent. The higher scatter is justified because the transition 
phenomenon is unstable and poorly predictable. A better fit 
might be obtained with a second-order curve. However, the in
herent uncertainty in this region does not warrant such higher 
order fits. The higher exponent for Re is to be expected 
because of the steep rise in Nusselt number during transition in 
any flow configuration when Nu shifts to the turbulent values. 
The lower exponent for 5 is also in accordance with the 
previous discussion, which showed a decreasing dependence 
on coiling at increasing Reynolds numbers. It was mentioned 
above that no qualitative information could be obtained about 
the influence of r* on Nu due to the magnitudes being almost 
equal for both coils. The same problem was encountered in at
tempts to correlate r* with Nu. 

Conclusions and Recommendations for Further Study 

Heat transfer in coiled annular ducts in the laminar-
transition flow regimes was investigated. A combination of 
the effects of curvature, the annular cross section, and the 
wire insert within have been observed. The most significant 
conclusion that can be drawn from this study is that the in
troduction of curvature in a concentric annulus in the presence 
of a twisted wire insert leads to heat transfer augmentation. 

Although it was not possible to differentiate between the ef
fects of curvature and the wire insert, a significant part of the 
augmentation can be attributed to the introduction of cur
vature because the Nusselt numbers in the laminar regime have 
been correlated with the Dean number, a parameter that 
governs flow in curved tubes. 

Augmentation in the laminar flow regime was found to be 
higher than in the transition regime. It was noticed that there 
is a tendency for the transition to set in around a Dean number 
of 300-375. The precise location can be determined only after 
further investigation; and even then, it might not be a unique 
point. Dean number was demonstrated to be one of the gov
erning factors for heat transfer in the laminar regime, while 
the importance of the coiling ratio decreases in the transition 
region. 

The predictions from this study are limited in the range of 

application due to the restricted variation in the geometric 
parameters. Future studies should aim at broadening this 
range by using more coiling ratios and annulus radius ratios. 
The low laminar regime and the highly turbulent regime 
should be investigated to complement this study. The specific 
effect of the twisted wire insert on the heat transfer deserves 
further attention. Finally, the hydrodynamic aspects of the 
problem should be investigated by conducting pressure drop 
measurements. 
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Analysis of Combined Buoyancy 
Effects of Thermal and iass 
Diffusion on Laminar Forced 
Convection Heat Transfer in a 
Vertical Tube 
This study investigates the role of vaporization of a thin liquid film on the tube wall 
in laminar mixed convection flows under the combined buoyancy effects of thermal 
and mass diffusion. Major nondimensional groups identified are Grr, GrM, Re, Pr, 
Sc, and </>. Results are specifically presented for an air-water system under various 
conditions. The effects of the liquid film temperature, the Reynolds number, and 
the relative humidity of the moist air in the ambient on the momentum, heat, and 
mass transfer in the flow are examined in great detail. 

Introduction 

Situations often arise in which the combined buoyancy 
forces of heat and mass transfer, resulting from the 
simultaneous presence of differences in temperature and 
variations in concentration, have rather significant influences 
on the heat transfer of a flowing gas mixture in many 
engineering systems and natural environments. Windy-day 
evaporation and vaporization of mist and fog, distillation of a 
volatile component from a mixture with nonvolatiles, the 
process of evaporative cooling for waste heat disposal, and 
cooling of a high-temperature surface by coating it with a 
phase-change material are just some prominent examples of 
processes in which mass transfer operations are accompanied 
by the transfer of heat. 

A vast amount of work, both theoretical and experimental, 
exists in the literature to study the effects of buoyancy forces 
on forced convection channel flows, as is evident in a recent 
review by Petukhov et al. (1982). Only those relevant to the 
present work are briefly reviewed here. Sparrow and Gregg 
(1959) established a quantitative criterion for distinguishing 
the conditions under which the effects of natural convection 
may be neglected in heat transfer and shear stress calculations 
for flow over a vertical plate. Carter and Gill (1964) studied 
the influences of suction and blowing on heat and momentum 
transfer rates in mixed convection flows, reporting that suc
tion creates steeper transverse temperature gradients and ac
centuates buoyancy effects in vertical flows, while injection 
flattens temperature profiles and thus decreases the influence 
of buoyancy on the velocity field. 

Combined heat and mass transfer from a vertical flat plate 
in natural convection flows has been the subject of many 
papers (Bottemanne, 1971; Gill et al., 1965; Mather et al., 
1957; Saville and Churchill, 1970; Somers, 1956; Sound-
algekar and Ganesan, 1981). Recently, natural convection in a 
vertical plate channel within which the buoyancy force 
reverses its sign was studied by Lee et al. (1982). The effects of 
combined buoyancy forces of heat and mass diffusion on the 
natural convection flows in a vertical open tube were ex-
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amined by the present authors (Chang et al., 1986). As far as 
pure forced convection flows are concerned, simultaneous 
energy and mass transfer in a laminar boundary layer flow 
over a flat surface was also well treated (Chow and Chung, 
1983; Hanna, 1965; Manganaro and Hanna, 1970). For mixed 
convection, Santarelli and Foraboschi (1973) examined the ef
fects of natural convection on reaction and heat transfer 
parameters for a laminar fluid flow undergoing a chemical 
reaction. ' 

Despite its importance, the combined buoyancy effects of 
thermal and mass diffusion on forced convection channel 
flows have not been adequately studied. In the present study, 
the system to be investigated is a long, vertical, open-ended 
tube with a thin liquid water film on the inner surface of the 
tube, which is maintained at a uniform temperature Tw, 
higher than the ambient temperature T0. The flow of moist 
air, initially stationary, in the tube is initiated by a mechanical 
device such as a blower or fan as well as by the combined 
buoyancy forces due to differences in temperature and in con
centration of water vapor between the liquid film and the am
bient. Leaving the unsteady part of the problem out for future 
study, we will focus on the theoretical study of the effects of 
the coupled thermal and mass diffusion on steady 
developments of the velocity, temperature, and concentration 
fields in the flow of the dry air-water vapor mixture. Par
ticular attention is paid to the investigation of the extent of the 
energy transport through mass diffusion, a latent energy ex
change process, in comparison with that through thermal dif
fusion, a sensible energy transport process. 

Analysis 

As a preliminary attempt to study mass diffusion effects, 
the liquid film on the tube's inside surface is assumed to be ex
tremely thin so that it can be regarded as a boundary condition 
for heat and mass transfer; the film is stationary and at the 
same uniform temperature as the tube wall Tw. In reality, the 
liquid film is finite in thickness. The film could be moving up
ward or downward, and the shape of the liquid-gas interface 
could be quite complex. As a result, the momentum, heat, and 
mass transfer in the film should also be analyzed with the in-
terfacial phenomena appropriately treated. This would, 
however, greatly complicate the analysis and make the 
theoretical work formidable. The influences of the finite 
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liquid film on the heat transfer may not be properly assessed 
without help from the experimental study that will be con
ducted shortly. 

The formulation for the problem to be presented is rather 
brief with the complete details being available in the previous 
study (Lin and Chang, 1985). By introducing the Boussinesq 
approximation (the concentration of water vapor in the mix
ture being very low and the temperature nonuniformity in the 
system being small), the steady laminar mixed convection flow 
of moist air in a vertical tube resulting from the combined 
buoyancy effects of thermal and mass diffusion can be 
described by the basic equations, in dimensionless form, as: 

Continuity equation 

d(vU) d(vV) 

a? 

Axial-momentum equation 

dp 

drj 
(1) 

dU dU dp ( 

3£ drj 

Energy equation 

d£ or; 

Gr^+^±w) 
Re Re 

1 d / 3U\ 

rj 3rj V d-q ' 

/ dd\ A dd 

Pr rj dt] V d-q I Sc d?j 9rj 

Equation of continuity for water vapor 

dW ,dW 1 1 3 / dW\ dW dW 1 1 a / dW\ 
U + V = (rj ) 

3£ drj Sc rj dtj \ drj / 

(2) 

(3) 

(4) 

In nondimensionalizing the governing equations, the follow
ing dimensionless variables were introduced: 

£ = 2x/(i?.Re), r) = r/R 

U=u/u0, V=vR/v 

6 = (T-T0)/(TW-T0), W=(wl-w0)/(wr-w„) (5) 

P=Pm/(pul), GrT = g(Tw-T0)R3/(Ty) 

GrM = g(M 2 /M, - l).(MV-w0)i?3/V2 

Here wr is the saturated mass fraction of water vapor at Tw 

andj90, Gr r , and GrM are, respectively, the Grashof numbers 
for heat transfer and mass transfer. 

In writing the above equations, we have introduced the con
cept of motion pressure or pressure defect (Gebhart and 
Mahajan, 1982) 

Pm=P-Po (6) 
Notice that p„, is frequently referred to as the dynamic 
pressure; p0 satisfies 

dpQ/dx= -p0g (7) 

Also, it is assumed that the level of water vapor concentration 
is low and the moist air is an ideal gas mixture of dry air and 
water vapor. This results in 

(p0-P)/p= (T-T0)/T0+ (M2/M, - l)(w, -w0) (8) 

Moreover, by assuming the moist air-liquid film interface to 
be in thermodynamic equilibrium, the interfacial mass frac
tion of water vapor can be calculated by the equation 

ww =PwMi /\PwMi + (p -pw )M2] (9) 
It is worth noting that the mixture pressure p varies with x, 
and so does ww. This prohibits us from taking ww as a 
reference scale in the nondimensionalization process. Instead 
wr is employed. 

To facilitate the analysis, the usual boundary layer approx
imations are invoked, that is, the axial diffusion of momen
tum, heat, and mass are neglected. In addition, the ther-
mophysical properties of the mixture are taken to be constant 
and are evaluated by the 1/3 rule. This special way of 
evaluating the properties is found to be appropriate for the 

N o m e n c l a t u r e 

d 
D 
g 

Grw 

GrT 

hh = 

J = 

k 
M 

Mr 

Nu, 

Nu, 

Nu, 

n = 

[(.cPi-cp2Vcp](.wr-w0) p = 
specific heat P = 
tube diameter 
mass diffusivity Pe = 
gravitational acceleration pm = 
Grashof number (mass Pr = 
transfer) = "- pw = 
g (Mj/M! - l)(wv - w0 )i?Vy2 

Grashof number (heat Q = 
transfer) = Q0 = 
g{T„-T0)B}/{TS) 
latent heat of vaporization q" = 
local mass transfer coefficient 
total number of grid points in r = 
the radial direction R = 
thermal conductivity Re = 
molecular weight S = 
nondimensional film evapora- Sc = 
tion rate, equation (26) Shx — 
local Nusselt number (latent 
heat), equation (17) T = 
local Nusselt number (sensi- u = 
ble heat), equation (16) u0 = 
overall local Nusselt number, U = 
equation (14) 
number of iteration v = 
absolute mass flux of water V = 
vapor 

mixture pressure 
dimensionless motion 
pressure = pm/(pu2

0) 
Peclet number = Re-Pr 
motion pressure, equation (6) 
Prandtl number = via. 
partial pressure of water 
vapor at interface 
total heat transfer rate 
total heat transfer rate 
without liquid water film 
interfacial energy flux flow
ing into air stream 
radial coordinate 
tube radius 
Reynolds number = u0d/v 
parameter, equation (18) 
Schmidt number = v/D 
local Sherwood number, 
equation (22) 
temperature 
axial velocity 
inlet velocity 
dimensionless axial velocity 
= u/u0 

radial velocity 
dimensionless radial velocity 
= vR/v 

W 

x 
a 

dimensionless interfacial 
velocity of mixture, equation 
(11) 
mass fraction of water vapor 
dimensionless mass fraction 
of water vapor = 
( w , - w 0 ) / ( w r - w 0 ) 
saturated mass fraction of 
water vapor at T„ and p0 

axial coordinate 
thermal diffusivity 
dimensionless radial coor
dinate = r/R 

6 = dimensionless temperature = 
(T-T0)/(Tw-To) 

v = kinematic viscosity 
£ = dimensionless axial coor

dinate = 2x/(R'Re) 
p = density 
4> = relative humidity of air in the 

ambient 

Subscripts 
1 = of water vapor 
2 = of air 
b = bulk quantity 
o = at ambient condition 
w = condition at interface 

338/Vol. 110, MAY 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



analysis of combined heat and mass transfer problems (Chow 
and Chung, 1983; Hubbard et al., 1975). The complete details 
on the evaluation of properties are given in the Appendix. 

The governing equations are subjected to the following 
boundary conditions: 

£ = 0, U=\, 6 = 0, W=0, P = 0, 

T) = 0 , 317/971 = 0, 3673T) = 0 , dW/d7i = 0, 

i /= l , U=0, V=VW, 0 = 1 , (10) 

W=(ww-w0)/(wr-w0) 

By noticing that the air-water interface is semipermeable, that 
is, the solubility of air in water is negligibly small and air is sta
tionary at the interface, the velocity of the mixture at the inter
face can be evaluated by 

wr — w„ 1 dW I 
v =—-——•—• n i l 

One constraint to be satisfied in the analysis of a steady 
channel flow is the overall mass balance at every axial location 

11 1 ff 
(12) j o t7 .^= T -J o ^ 

Energy transport from the tube wall to the fluid in the 
presence of mass transfer depends on two related factors: the 
fluid temperature gradient at the wall, resulting in sensible 
heat transfer, and the rate of mass transfer, resulting in latent 
heat transfer (Eckert and Drake, 1972; Manganaro and 
Hanna, 1970). The total heat flux from the wall can then be 
expressed as 

q"=qs"+q!'=k-
8T 

37 , - , + Y 
pDhf dwx 

• w dr 
The local Nusselt number, defined as 

h'2R q" 
Nu 

can be written as 

k(T„-Tb)/2R 

Nuv = Nu, + Nu 

where 

Nu, 
361 

Nu,= 

l-e„ dr, 

2S 

1 = 1 

dW 

(14) 

(15) 

(16) 

(17) 
(\-6b).{\-ww) dv l,= i 

Here S signifies the importance of energy transport through 
species diffusion relative to that through thermal diffusion 

S = PDhfg.(wr-w0)/k.(Tw-T0) (18) 

The fraction of energy transport through mass diffusion alone 
q"/q" is a parameter of interest and is connected with the 
Nusselt numbers by the equation 

Qi 

q" 

pDh 'fg 3vv, 

l - w „ dr 
/q" = Nu,/Nux (19) 

The mass flux flowing into the air stream at the interface is 
given as 

pD dw{ I 
\r=R l - w „ dr 

(20) 

For a low mass transfer rate at the interface, which happens to 
be the case in the present study, a mass transfer coefficient hM 

can be defined as 

nl>(l-ww)=phM>(ww-wb) 

The local Sherwood number then becomes 

D V w„-wh / 
dw 
dr, 

(21) 

(22) 

Solution Method 

Because the flow under consideration is a boundary-layer 
type, the solution for equations (l)-(4) can be marched in the 
downstream direction. A fully implicit numerical scheme in 
which the axial convection is approximated by the upstream 
difference and the radial convection and diffusion terms by 
the central difference is employed to transform the governing 
equations into finite-difference equations. Each system of the 
finite-difference equations forms a tridiagonal matrix, which 
can be efficiently solved by the Thomas algorithm (Patankar, 
1980). For a given condition, a brief outline of the solution 
procedures is given as follows: 

1 Specify a Reynolds number Re. 
2 For any axial location, guess (dP/dt;) and solve the 

finite-difference forms of equations (l)-(4) for U, 6, and W. 
3 Integrate the continuity equation numerically to find V 

1 3 
V= 

ij 3£ 

4 Check the satisfaction of the overall conservation of 
mass, equation (12). If the right-hand side of equation (12) 
agrees with the left-hand side to the extent that 

• \ : 

U'i)dr\ (23) 

Jo "•**»-(Ho V^) <10 (24) 

then test the convergence of the velocity, temperature, and 
concentration fields. If the total mean-square errors for the 
velocity, temperature, and concentration between two con
secutive iterations satisfy the criterion 

(13) £K^-^J^+P";-*?. ; 1 ) 2 

7=1 

+ ( » ? , ; - H f j ' ^ K l O - 3 (25) 

the solution for the current axial location is complete. Now if 
equation (25) is not met, repeatedly solve the finite-difference 
equations for U, 6, and W, and use equation (23) to get Funtil 
the condition specified in equation (25) is fulfilled. If equation 
(24) is not satisfied, guess a new {dP/d%) and repeat pro
cedures (2)-(4) for the current axial location. 

5 Procedures (2)-(4) are applied successively to every axial 
location from the tube entrance to the downstream region 
where the flow is fully developed. 

To obtain enhanced accuracy in the numerical computation, 
grids are chosen to be uniform in the radial direction but 
nonuniform in the axial direction to account for the drastic 
variations of velocity, temperature, and concentration in the 
near-entrance region. The first axial interval A^ is taken to be 
from 10"3 to 10"4 and every subsequent interval is enlarged 
by 10 percent over its previous one, i.e., A£,= 1.10«A£,_,. 
Several grid sizes are tested and a comparison of the results 
among these computations is given in Table 1. It is noted that 
the differences in the local Nusselt number for the computa
tions by using 47 x 41 and 94 x 81 grids are always less than 2 
percent, and the accuracy of the results for various grid ar
rangements gets better for large £. Accordingly, the computa
tion for the 47 x 41 grid is sufficient to understand the heat 
and mass characteristics in the flow. 

Table 1 Comparison of local Nusselt numbers Nu^ for 
various grid arrangements for case III 

* 94x81 94x41 47x81 47x41 47X21 

0.00331 
0.00949 
0.02138 
0.09835 
0.22225 

69.53 
47.20 
35.46 
23.75 
20.72 

69.28 
46.82 
35.41 
23.73 
20.71 

68.53 
46.31 
35.14 
23.81 
20.77 

68.82 
46.35 
35.13 
23.79 
20.76 

71.20 
46.45 
35.16 
23.77 
20.74 
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Table 2 Comparison of local Nusselt numbers Nus with the 
solutions from Zeldin and Schmidt (1972) for Gr7/Re = 30 
and GrM/Re = 0 

x/Pe 
0.002849 
0.00410 
0.01099 
0.02564 
0.04762 
0.1026 
0.2308 

Present 
results 

(47x41 grid) 

10.25 
8.101 
6.912 
5.661 
5.083 
4.581 
3.953 

Nus from 
Zeldin and 

Schmidt 

10.29 
7.789 
6.648 
5.451 
4.910 
4.688 
4.039 

Percentage 
difference 

0.39 
-3 .99 
-3 .97 
-3 .85 
-3 .52 

2.30 
2.13 

Table 3 Values of major parameters for various cases 
Case 

I 
II 
111 
IV 
V 
VI 
VII 
VIII 

Re 
2000 
2000 
2000 
2000 
2000 
2000 

500 
500 

T 
1 w 

60°C 
60°C 
40°C 
40°C 
21°C 
21°C 
80°C 
40°C 

<t> 
50 percent 
80 percent 
50 percent 
80 percent 
50 percent 
80 percent 
50 percent 
50 percent 

Pr 

0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 

Sc 

0.58 
0.58 
0.59 
0.59 
0.60 
0.60 
0.58 
0.59 

G r r 

4495 
4495 
2563 
2563 

149 
149 

5949 
2563 

GrM 

2504 
2416 

909 
808 
219 
102 

6122 
909 

S 

8.25 
7.80 
5.49 
4.88 

23.58 
11.03 
14.22 
5.49 

To check further the adequacy of the numerical scheme 
described above for the present study, the results for the 
limiting case of forced convection flows in a vertical tube in
fluenced by the buoyancy force of thermal diffusion alone 
were obtained. In Table 2 the present predictions are com
pared with the results of Zeldin and Schmidt (1972). The 
percentage differences between these two predictions are 
within 4 percent. This again indicates that the 47 x 41 grid is 
appropriate for the present study. 

Results and Discussion 
In this study, the calculations are specifically performed for 

moist air flowing in the tube, a situation widely found in 
engineering systems. Other mixtures can be analyzed similarly. 
It should be recognized herein that not all the values for the 
nondimensional groups appearing in the analysis, i.e., Pr, Sc, 
Grr, etc., can be arbitrarily assigned. In fact, they are in
terdependent for a given mixture under certain specific condi
tions. Hence for a specified mixture it is not proper to vary Pr, 
Sc, Grr, or GTM independently to study their individual ef
fects. Instead the physical parameters - the wall temperature, 
the relative humidity of the ambient air, and the inlet 
Reynolds number - are picked as the independent variables. In 
light of practical situations, the following conditions are 
selected in the computations: Unsaturated moist air with 
relative humidity of 50 percent or 80 percent at 20 °C and 1 
atm enters a long vertical tube of 2-cm diameter from the bot
tom end by the combined action of certain external force as 
well as the buoyancy forces of heat and mass diffusion, and 
the tube wall is assumed to be at a uniform temperature rang
ing from 20.1°C to 80°C. All the nondimensional parameters 
can then be evaluated except the inlet Reynolds number, which 
should be specified separately. Results are obtained for several 
cases indicated in Table 3. 

Shown in Fig. 1 is the development of dimensionless axial 
velocity in the flow. It is clearly seen that in Figs. 1(a), \(b), 
and 1(c), the velocity profiles develop gradually from the 
uniform distributions at the inlet to the parabolic ones in the 
fully developed region, a situation normally found in laminar 
tube flows without mass addition. But the mass flow rate 
keeps increasing as the air moves downstream owing to the 
evaporation of water vapor into the air stream from the liquid 
film. The velocity profiles are not distorted by the buoyancy 
forces. This is readily explained by the fact that the parameters 

QQI I i i i i 1 i 1 1 — 
' 0 Q2 QA 0.6 0.8 1 0.2 0.4 0.6 0.8 1 

V V 
Fig. 1 Developments of dimensionless axial velocity profiles: 
(a) Re = 2000, ro = 20°C, T„ = 40°C, ^ = 50 percent; (b) Re = 500; 
(c) Re = 2000, 0 = 80 percent; (d) Re = 500, Tw = 80°C, 4 = 50 percent 

Grr/Re and GrM/Re for these cases are small. When the 
buoyancy effects get larger at higher Tw (Fig. Id), the velocity 
profile gradually becomes distorted at certain axial locations. 
The distortion fades away as the air moves further 
downstream. This confirms the results of other studies (Zeldin 
and Schmidt, 1972; Hebchi and Acharya, 1986) in which no 
mass transfer is considered. It is also noticed in Fig. 1(d) that a 
rise in Tw would result in higher axial velocity U, in conformi
ty with a greater amount of water vapor evaporating into the 
air for higher Tw and a larger buoyancy force through thermal 
diffusion. Change of </>, however, is found to have very slight 
effects on the development of U (Figs, la and lc). 

The developments of dimensionless temperature and mass-
fraction profiles are shown in Figs. 2 and 3, respectively. It is 
interesting to observe that both 6 and W develop in a very 
similar fashion. Careful inspection, however, discloses that 
the mass-fraction boundary layers develop a little more rapid
ly than the temperature boundary layers do. This is simply due 
to the fact that Pr is slightly larger than Sc in the flow. It is 
noteworthy that because of the small pressure defect in the 
flow, ww is almost equal to wn and hence Wis very close to 
unity at the interface of air and the liquid film. In a parametric 
study it was observed that the developments of 8 and W are 
rather insensitive to the variations of Re, Tw, and <f>. Although 
not clear in the results presented in Figs. 3(a) and 3(b), it is 
found in numerical results that temperature gradient at 17 = 1 is 
a little steeper for the case with TW = 40°C. This is in con
gruence with the results obtained by Carter and Gill (1964) 
that larger evaporation in conjunction with higher Tw causes 
the temperature profiles to become flattened. 

The distributions of motion pressure in the flow are given in 
Fig. 4. It is clear from this plot that for low Tw and high Re 
(cases III and V) the motion pressure is always negative and 
decreases with £, similar to that in pure forced convection 
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Fig. 2 Developments of dimenslonless temperature profiles: 
(a) Re = 2000, T0 = 20°C, T„ = 40°C, 0 = 50 percent; (b) Tw = 60°C 

W 

0 .2 -4 .6 -8 1 -2 -4 -6 -8 1 

V V 
Fig. 3 Developments of dimensionless mass-fraction profiles: 
(a) Re = 2000, T0 = 20°C, Tw = 40°C, <j> = 50 percent; (b) rw = 60°C 

Fig. 4 Dimensionless motion pressure distributions along the tube: 
Case III—Re = 2000, r o =20°C , TW = 40°C, ^ = 50 percent; Case 
V—7"W = 21°C; Case VII—Re = 500, TW = 80°C; Case VIII—Re = 500, 
r„, = 40°C 

flows. The buoyancy effects are weak. For high Tw and low 
Re in cases VII and VIII (high Grr/Re and GrM/Re), the mo
tion pressure first decreases and stays negative, and then in
creases and becomes positive as the fluid goes downstream: an 
adverse pressure gradient. This can be understood by realizing 
that the mixed convection in the tube is closer to forced con
vection flow for higher Re and lower Tw. On the other hand, 
buoyancy effects are significant for low Re and high Tw. The 
increase in the pressure in the flow direction for these cases is 
derived from the fact that the frictional force is overwhelmed 
by the positive buoyancy forces. 

To study the relative contributions of heat transfer through 

6.4 

Nus 
4.8 

3.2 

60 

Nu, 
30 

60 

Nux 

30 

(a) 

H 1 1—I h—h H 1 r—t-

-f—I h H—I—I—I—h 

0.12 0.24 0.36 0.48 0.60 0.72 

Fig. 5 Local Nusselt number for: (a) sensible heat; (b) latent heat; (c) 
overall along the tube; Case I—Re = 2000, To=20°C, TW = 60°C, ^ = 50 
percent; Case III—rw = 40°C; Case VIII—Re = 500, TW = 40°C 

sensible and latent heat exchanges in the flow, both Nus and 
Nu, are presented in Figs. 5(a) and 5(b). A slightly larger Nus 
is found for the flow with lower T„ in the entry portion of the 
tube. This is a direct consequence of the findings by Carter 
and Gill (1964): Larger water vapor evaporation associated 
with high Tw causes the temperature profiles to become flat
tened which then results in less sensible heat transfer. In the 
fully developed region (£>0.7) no difference in Nû  is ob
served for various cases in Fig. 5(a). In fact, Nû  converges to 
a single constant value of 3.665 for all cases studied in the 
region where the fully developed conditions prevail, a value 
frequently found for forced convection heat transfer in 
laminar tube flows. According to the temperature and concen
tration profiles shown in Figs. 2 and 3, heat and mass transfer 
in the fully developed region is rather insignificant with the 
mixture nearly saturated, i.e., 0 is close to 100 percent. Also 
noted is the much longer developing length, as compared with 
that without mass addition, due to the film vaporization. 

An opposite trend is noticed for Nu, in Fig. 5(b), i.e., the 
flow with Tw = 60°C shows a higher value for Nu,. This again 
is brought about by the larger latent heat transport in connec
tion with the larger liquid film evaporation for higher Tw. It 
becomes apparent, by comparing the magnitudes of Nu, and 
Nu,, that heat transfer resulting from latent heat exchange is 
much more effective. 

The influence of Re on the heat transfer is also of interest. 
Comparing cases III and VIII in Fig. 5(a) shows that the sensi
ble heat transfer is better for the flow with lower Re owing to 
the larger buoyancy effect (higher Grr/Re and GrM/Re). But 
the difference in Nu, is unnoticeable under different Re. This 
is because the latent heat transport is mainly determined by the 
parameter S in equation (17), which depends mainly on T„ ir
respective of Re, as evident in Table 3. It was also found in 
separate computations that the effect of </> on Nus is small. 

Although the influences of </> on the developments of veloc
ity, temperature, and concentration, as noted above, are 
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Fig. 7 The fractions of latent heat transport distribution along the 
tube: Case I—Re = 2000, T 0 =20°C, TW = 60°C, 0 = 50 percent; Case 
III—T„ = 40°C; Case V—T„ = 21 °C 

Fig. 8 The fractions of latent heat transport distribution at various wall 
temperatures with Re = 2000 and 0 = 50 percent 

rather insignificant, its effect on the transport of latent heat 
cannot be ignored. This is readily understandable by recogniz
ing that the latent heat exchange associated with the liquid 
film evaporation is very large, and thus a slight increase in the 
film evaporation by lowering <j> can cause a substantial in
crease in the latent heat exchange. This is demonstrated in Fig. 
6(a). Besides, the influence of <t> on Nu, is more pronounced 
for the flow with lower Tw, Fig. 6(b). This obviously indicates 
that the vaporization of the liquid film is substantially re
duced, relative to the original evaporation rate, for a fixed 
amount of increase in <j> for the flow with low T„, wherein the 
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Fig. 9 Local Sherwood number along the tube: Case I—Re = 2000, 
To=20°C, TW, = 60°C, 0 = 50 percent; Case III—Tw = 40°C; Case 
Vl l l -Re = 500, T„ = 40°C 
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Fig. 10 Effect of system temperatures on the total heat transfer rate: 
Case I—Re = 2000, To = 20°C, TIV = 60°C, </> = 50 percent; Case 
III—Tw = 40°C; Case V—Tw = 21 °C 

driving potential for mass transfer (GrM) is smaller. This 
becomes apparent if the change in GrM with Tw is checked, as 
given in Table 3. 

It is physically important to be aware of the portion of the 
energy that is transported by mass transfer alone. To this end, 
the variations of N^ /Nu^ ( = q"/q") are shown in Fig. 7 for 
several cases. In congruence with the earlier discussion, the 
energy transfer in the flow is dominated by the exchange of la
tent heat. In the meantime, it is noted in this plot that the la
tent heat exchange is more effective for the flows with high or 
low Tw. To elucidate this phenomenon, we have to examine 
the parameter S defined in equation (18), a dominant factor 
for mass transfer Nusselt number, for each flow. Since a rise 
in T„ causes an increase in wr, a slight decrease in hjg, and 
meanwhile an increase in (Tw — T0), as a consequence S is not 
a monotonically increasing or decreasing function of T„. As a 
matter of fact, it is found in this study that S decreases with in
creasing T„ for TW<34°C, and the reverse is true for 
TW>34°C. This is more clearly illustrated in Fig. 8. Also 
clearly seen in Fig. 7 is the transfer of latent heat becoming 
more prominent in the initial portion of the tube. This is sim
ply due to the entrance effect for mass transfer. 

The variations of local Sherwood number Shx, shown in 
Fig. 9, resemble those of Nus in Fig. 5(a). Similarly, Shx 

asymptotically reaches a constant value of 3.66 in all cases. 
To illustrate the effectiveness of latent heat transfer through 

mass diffusion, the total heat transfer rate from the tube to the 
moist air with the presence of the liquid film on the tube's in
side surface is compared with the result for the situation in 
which the liquid film is absent. The results for Q/Qa are given 
in Fig. 10. Q0 represents the total heat transfer rate under the 
same condition for each case except for no liquid film on the 
inside surface of the tube. The tremendous capacity of energy 
transport through mass diffusion is demonstrated by noting 
that Q/Q0 can be as large as 11 for Tw = 2l°C. 

The amount of water vapor added to the flow due to film 
evaporation is important in improving our understanding on 
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Fig. 11 Effects of various parameters on the mass flow rate due to film 
vaporization: Case I—Re = 2000, To=20°C, Tlv = 60°C, 0 = 50 percent; 
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T„ = 40°C 

the mass transfer effects. To this end, a nondimensional flow 
rate resulting from the film evaporation is introduced 

evaporating mass flow rate 
M=-

inlet mass flow rate 

HI: pvw2wRdx \/pU0irR2 

In dimensionless variables 

M = 

(26) 

(27) 

The distributions of Mr for various cases are presented in Fig. 
11. Large film vaporization is observed for a system with a 
high Tw. The mass addition to the flow is mainly dependent on 
T„, with the effect of 4> being slight and the effect of Re 
unnoticeable. 

Concluding Remarks 

The nature of laminar mixed convection flows in a vertical 
tube under the simultaneous influences of the combined 
buoyancy effects of thermal and mass diffusion has been 
studied, particularly for air-water systems. The effects of the 
liquid film temperature, the Reynolds number of the flow, and 
the relative humidity of the moist air in the ambient on the 
transfer of momentum, heat, and species in the flow were ex
amined in great detail. What follows is a brief summary of the 
major results: 

1 Heat transfer in the flow is dominated by the transport 
of latent heat in association with the vaporization of the liquid 
film. 

2 An increase in </> results in a slight decrease in Nu; when 
(Tw — T0) is large, while the decrease in Nu, is rather substan
tial when {T„ — T0) is very small. 

3 There exists a wall temperature T„ at which Nu(/Nus is 
at a minimum. Up to this wall temperature, an increase in Tw 
leads to a decrease in Nu,/Nux; above it, the relation is 
reversed. 

4 A higher Tw results in a larger V„ in the entry region, 
which, in turn, causes the temperature profiles to become flat
tened and thus gives a lower value for Nus. 

It is recognized herein that the results presented above are 
based on a number of assumptions made in the study. To test 
the validity of the assumptions, further research must be pur
sued. One important point requiring further study is to in
vestigate the influences of a liquid film with finite thickness in 
which the temperature is no longer uniform and the fluid in 
the film is flowing. 

Additionally, it is also realized that when the system 
operates at high temperatures, the use of the Boussinesq ap

proximation (constant thermophysical properties except the 
density in the buoyancy term and linearization of the buoyan
cy force variations with temperature and concentration) is 
simply inappropriate. This becomes a serious problem, 
especially for an air-water system, for the reason that the 
water vapor contained in the mixture could be in significant 
amounts when the mixture is at a high temperature. 
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A P P E N D I X 

Evaluation of Thermophysical Properties 

The thermophysical properties of a binary mixture un
doubtedly depend on the mixture temperature and the concen
tration of each component . To simplify the analyses, the 
properties are often considered to be constant with the 
reference temperature and concentration being appropriately 
selected. Chow and Chung (1983) have shown that the 
constant-property approximation using the 1/3 rule yields ac
curate results for the prediction of the evaporation rate of 
water into the air stream. In the numerical study of the droplet 
evaporation Hubbard et al. (1975) compare the solutions using 
various reference-property schemes with those for variable 
properties and show that best agreement is obtained by using 
the 1/3 rule. Although the problems they solved are not quite 
the same as the present study, it gives us confidence in using 
the 1/3 rule to solve this problem. In this study all the 
thermophysical properties are evaluated at the reference 
temperature T and concentration w given as 

T=TW~(T„-T0) 

w=wr-—(wr-w0) 

(28) 

(29) 

The properties of air, water vapor, and their mixture are 
calculated by the following formulae (Fujii et al. , 1977): 

Air: component 2 

JX2 = 1.4888 x 10-6-r1-5 /(118+ T) (kg/m-s) 

yt2 = (1.195xl0-3-r1-6)/(118 + 7) {W/m-k) 

c/,2 = ( H - 2 . 5 x l O - 1 0 - r 3 ) x l 0 3 

Water Vapor: component 1 

/i,=[8.02 + 0 .04( r -273.16)]x l0- 6 (kg/m-s) (33) 

(30) 

(31) 

(J/kg.k) (32) 

kx = [1.87+ 1.65 x 1 0 - 3 ( T - 273.16)9/7 

+ 5 . 7 x l 0 - 1 3 ( r - 2 7 3 . 1 6 ) 5 1 ] x l 0 ~ 2 (W/m-k) (34) 

cpI = 1.863 x 103 + 1.65 x 10-3(T-273.16)2-5 

+ 1.2xl0-18(T-273.16)8-5 (J/kg.k) (35) 

Mixtures (air + water vapor): 

21.955 
P = -

[1.8(7"-273.26) + 491.69].( '-^i- + —) 
\MI M-, / 

(kg/m3) 

(36) 

Mi 
/* = -

1+0.1727(1 + 1.1259, 

/*2 

Mi V 1 - w . 

Ar = 

1 + 0.3520 ( l + 0.8882, v-i y 
Mi / 1 — w. 

(kg/m.s) (37) 

(W/m-k) (38) 
\+An(y2/y{) l+A2l(y{/y2) 

where 

A = i f i+ \±(ML\ °-75 i±vz:i °-5 ]2 I+SU/T 

" 4 l L y \ M , / 1+Sj/Ti i 1+S,/T 

y{, y2 = mole fractions of components 1 and 2 

5j =559 .5 , S2 = 115.5, Sy = Q.733<JSJ5j 
Cp=CpiW1+Cp2(l-Wl) 
£) = 8 . 0 7 x l 0 - 1 0 x T L I 

(J/kg.k) 

(m2/s) 

(39) 

(40) 

In the above equations the units for temperature and pressure 
are degrees Kelvin and bars, respectively. 
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An Experimental Study on Natural 
Convection Heat Transfer in an 
Inclined Square Enclosure 
Containing Internal Energy 
Sources 
An experiment was carried out to study two-dimensional laminar natural convection 
within an inclined square enclosure containing fluid with internal energy sources 
bounded by four rigid planes of constant equal temperature. Inclination angles, 
from the horizontal, ofO, 15, 30, and 45 degfor Rayleigh numbers from l.Ox 104 to 
1.5 xlO3 were studied. At inclined angles of 0 and 15 deg, there are two extreme 
values of temperature and temperature gradient within the fluid, while there is only 
one at 30 and 45 deg. Local and average Nusselt numbers are obtained on all four 
walls. As the inclination angle increases, the average Nusselt number increases on 
the right (upper) and bottom walls, decreases on the left (lower) wall and stays 
almost constant on the top wall. 

1. Introduction 
Thermal convection in a fluid with internal energy sources is 

of major interest in nuclear reactor safety analysis (Baker et 
al., 1976 a, b) as well as in geophysics (Runcorn, 1962) and 
astrophysics (Tritton, 1975; Bethe, 1968). In addition, 
engineering processes in fluids with chemical reactions or 
microwave heating are common today. A number of studies 
have been conducted on convection in fluids with internal 
energy sources. Kulacki and Goldstein (1972) measured heat 
transfer from a plane layer containing internal energy sources 
with equal boundary temperatures. Goldstein and Kudo 
(1982) measured the temperature distribution in a similar 
system with a free surface boundary. Recently, Kawara et al. 
(1984) have measured velocity and temperature fluctuations in 
turbulent natural convection in a horizontal fluid layer heated 
with uniform volumetric energy sources. Jahn and Reineke 
(1974) reported the characteristics of flow and heat transfer 
within a horizontal semicircular enclosure and a horizontal 
rectangular enclosure. Emara and Kulacki (1979) numerically 
analyzed thermal convection with uniform volumetric energy 
sources in a confined fluid with insulated side and bottom 
walls and rigid top wall or free top surface; Nusselt numbers 
and average temperature profiles within the fluid were in good 
agreement with experimental data. Beukema and Bruin (1983) 
developed a model of three-dimensional natural convection in 
a confined porous medium with internal heat generation and 
applied their theory to the storage process of agricultural 
products. Recently Acharya and Goldstein (1985) gave a 
numerical solution of natural convection in an externally 
heated square box containing uniformly distributed internal 
energy sources. 

Natural convection in inclined enclosures also has been the 
subject of numerous investigations during past decades. Early 
work in this problem has been presented systematically by 
Hart (1971). Ozoe and Churchill have contributed to this area 
since 1974. Ozoe and Churchill (1983) computed the three-
dimensional velocity and temperature fields for a cellular ele
ment with aspect ratio of 7 in a rectangular enclosure heated 
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from below. Recently Goldstein and Wang (1984) studied 
thermal instability and heat transfer by natural convection in 
an inclined rectangular water layer using an interferometer. 

The purpose of the present work is to investigate the 
temperature distribution and the heat transfer rate for an in
clined square geometry with uniform energy sources within it. 
The converting fluid is distilled water with NaCl added to raise 
the electrical conductivity. The salinity of the water is less than 
0.01 molar so that the thermophysical properties are close to 
those of pure water. A Mach-Zehnder interferometer is 
employed to measure the temperature distribution within the 
water bounded by four rigid isothermal planes maintained at 
the same temperature Tw. A 60 Hz alternating current is 
passed from one silver-plated copper plate to the opposing one 
through water (resistance about 220 fi) to provide a relatively 
uniform internal energy source. 

The Rayleigh number Ra is appropriately defined in terms 
of the volumetric rate of internal energy dissipation and the 
maximum temperature difference that would occur in the one-
dimensional layer with pure conduction heat transfer, and the 
corresponding characteristic length L/2 of the region with 
unstable temperature gradient. This definition is the same as 
that of Kulacki and Goldstein (1972) 

av \ 2 ) %k 
where g, /3, a, v, L, H, and k are gravitational acceleration, 
thermal expansion coefficient, thermal diffusivity, kinematic 
viscosity, length of enclosure wall, volumetric energy source, 
and thermal conductivity of the fluid, respectively. 

2. Experimental Apparatus and Procedure 

The natural convection apparatus shown schematically in 
Fig. 1 was reconstructed from the one used by Kulacki and 
Goldstein (1972). Most of the parts are the same, but two side 
walls that acted as electrodes were modified. To maintain 
these at the same temperature as the upper and lower walls, 
cooling water tubes were soldered to the back of the electrode 
walls. Eight thermocouple wells were drilled in each of the 
four plates within 0.038 cm of the surface in contact with the 
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COOLING WATE 

Fig. 1 Schematic of experimental apparatus and two-dimensional sec
tion of the enclosure 

test fluid. Cooling water of temperature Tw is supplied to the 
channels and pipes from a bath with a pumping capacity large 
enough to supply both the upper and lower channelled plates 
and the tubes on the back of the side plates. The convection 
chamber has 3.81 cm square cross section; the length of the 
chamber is 25.4 cm. To confine the test fluid, two optical win
dows 32 mm thick are mounted at each end of the chamber 
(i.e., 25.4 cm apart). The optical windows are essentially 
adiabatic and are ground to a 1/4 wavelength flatness on both 
sides. The chamber can be inclined from the horizontal using a 
simple tilt mechanism. The range of inclined angle 6 (see Fig. 
1) is limited to 0-45 deg. Constant alternating current voltage 
applied across the electrode walls is 20 V or less and the total 
power dissipation is 1.5 W or less, where clear steady-state in-
terferograms were desired. Above 1.5 W of consumed power, 
an electrochemical reaction occurs near the vertical symmetric 
line of the chamber. This reaction produces a swaying white 
sediment of salt which interferes with the interferometer 
beam. 

Before each experimental run, the interferometer is adjusted 
to its infinite fringe mode so that isotherms can be observed. 
To ensure steady state, 4 hours elapse after the current is 
turned on before interferograms are recorded. Five in-
terferograms are taken in series, usually an infinite-fringe and 
four wedge-fringe patterns. The infinite-fringe interferograms 
are used to observe the temperature distributions and to 
deduce the flow patterns. For the wedge-fringe results, the 
fringe line nearest a wall is adjusted parallel to the wall. To 
evaluate the heat transfer rate along the lower halves of left 
and right walls, for example, a wedge-fringe interferogram 
that had been adjusted parallel to the bottom wall is used. 
Other experimental procedures are almost the same as those 
described in Kulacki and Goldstein (1972). 

The combined uncertainties in the thermophysical proper
ties, geometric factors, and wattmeter readings cause an ex
perimental uncertainty of 4-5 percent in Rayleigh number. 
There was a half fringe, at most, in the enclosure before apply
ing the electric current to electrodes. There is also a slight error 

when extrapolating to the location of the wall to obtain the 
temperature gradient from wedge-fringe patterns. The uncer
tainty in the local Nusselt number is 3-4 percent. 

3. Results and Discussion 

The experimental Rayleigh numbers employed are approx
imately 1 . 0 x l 0 4 , 5 . 0 x l 0 \ 1.0xl05 ,and 1.5 x 105, which are 
provided by 0.09 W, 0.45 W, 0.9 W, and 1.35 W, respectively, 
in total power input to the test fluid. For each Rayleigh 
number, the inclined angles are selected as 0, 15, 30 and 45 
deg. 

The discussion includes the positions of maximum 
temperature and the flow characteristics, which can be an
alyzed from the distribution of isotherms from the infinite-
fringe interferogram. The discussion on the rate of heat 
transfer is based on the wedge-fringe results. 

3-1. Maximum Temperature and Flow Charac
teristics. Sixteen sets of isotherms are shown in Fig. 2. 
Natural convection shifts the isotherms toward the top wall so 
that the position of maximum temperature is higher than for 
pure conduction. Even at R a = 1 . 0 x l 0 4 , the influence of 
natural convection is observed except in the lower portion of 
the enclosure. 

It can be seen from the isotherms for 6 of 30 and 45 deg and 
Ra> 5.0 x 104 that there is only one maximum of temperature 
near the top corner of the enclosure. From this, we deduce 
that the flow in the enclosure with 0 > 30 deg consists of a pair 
of strong counterrotating convective rolls as depicted in Fig. 
3(a). The hot interior fluid from the rolls starts to move up
ward along the line parallel to the gravity vector, which divides 
the whole cross-section approximately in half. These two hot 
flows arrive at almost the same position near the top wall, 
yielding a single position of maximum temperature. The flows 
then divide and move downward separately along the cold side 
walls. Further confirmation of the flow pattern came from 
observation of the motion of the small particles suspended in 
the fluid. 

In the horizontal enclosure at Ra>5.0 X 104 there are two 
extreme values of temperature in the fluid and two extreme 
values of the temperature gradient on the top wall. Since the 
isotherms are concave upward at the center of the top wall, 
cold fluid moves downward here. Similar observations had 
been presented in the interferometric study by Farhadieh and 
Tank in (1974). This distribution implies that there is another 
pair of counter rotating rolls smaller in size near the upper-
center portion of the enclosure. Figure 3(b) shows 
schematically the flow pattern deduced from the in
terferogram in this case. These secondary rolls make the up
ward hot interior flows separate some distance from the top 
wall. Consequently, there are two apparent "impingement" 
points on the top wall. For an inclined angle of 15 deg, the pat-

Nomenclature 

gravitational acceleration 
energy source per unit 
time and volume 
thermal conductivity 
width (and height) of 
enclosure, 38.1 mm in 
present study 
local Nusselt number, 
equation (2) 

Nu = average Nusselt number, 
equation (3) 

Nu+ = modified local Nusselt 
number, equation (4) 

H 

k 
L 

Nu 

Nu+ = 

#2D, cond ~ 

Ra = 

T = 
Tw — 

modified average Nusselt 
number, equation (5) 
local heat transfer rate 
with convection 
local heat transfer rate 
for two-dimensional con
duction-only 
Rayleigh number, equa
tion (1) 
temperature 
wall temperature (all 
four walls) 
Cartesian coordinates, 
Fig- (1) 

a = 

0 = 

e = 
V = 

Subscripts 
B = 
L = 
R = 
T = 

thermal diffusivity of 
fluid 
thermal expansion coef
ficient of fluid 
inclined angle, Fig. (1) 
kinematic viscosity of 
fluid 

bottom wall 
left wall 
right wall 
top wall 
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Table 1 The ratio of maximum temperature difference in
convection to that in two-dimensional conduction-only

Fig. 4 Interferograms taken from finite·frlnge mode, Ra = 1.0 x 104•
8= 15 deg: (a) for evaluation of temperature gradients on upper halves of
top and bottom wall; (b) for evaluation of temperature gradients on up·
per halves of left and right wall

( b)(a)

Ra 0=0 deg 0= 15 deg 0= 30 deg 0=45 deg

1.0 x 104 0.656 0.658 0.660 0.660
5.0x 104 0.497 0.498 0.497 0.497
1.0 x lOs 0.435 0.437 0.436 0.436
1.5 x 105 0.401 0.404 0.396 0.397

Fig. 2 Experimental Isotherms

taken, a pair of fringe distributions is shown in Figs. 4 (a) and
4(b) when Ra= LOx 104 and ()= 15 deg; these are read to
evaluate temperature gradients on the upper halves of top and
bottom wall, and on upper halves of left and right wall,
respectively. The local and average Nusselt number, Nu and
Nu, are defined using the half layer width, LI2, as the char
acteristic temperature. For example, in the x direction

Fig. 3 Flow patterns deduced from interferograms: (a) a pair of strong
counter·rotaling rolls for inclined enclosure; (b) two pairs of counter·
rotaling rolls for horizontal enclosure

[
laTI L ]

Nu= JaXlwau o
Z /[HU/(8k)]

Nu=(lIL) J:Nuq'x

(2)

(3)

tern of isotherms is similar to that for 30 deg inclination, but
characteristics of the temperature field found in a horizontal
enclosure still remain.

The shift in the location of maximum temperature and the
value of it in the enclosure are interesting results in the present
investigation. The relative values of maximum temperature
difference compared to those that occur if heat transfer were
two-dimensional and conduction-only are listed in Table 1.
The maximum temperature difference in the two-dimensional
conduction mode is 0.589371 times that for the one
dimensional conduction mode, HL2 /(8k), which would occur
if two opposing walls were adiabatic rather than isothermal.
The values in the table are all less than unity, and decrease as
the Rayleigh number increases. Stronger convective motion in
the fluid at higher Rayleigh number causes the higher heat
transfer coefficient at the cold walls, lowering the peak fluid
temperature. The rate of maximum temperature rise is not
proportional to the rate of volumetric energy input to the
fluid. The peak temperature is essentially independent of the
inclined angle.

The positions of maximum temperature are determined
from the infinite-fringe interferograms. When the enclosure is
inclined at 30 and 45 deg, the positions are at x/L = 0.75 and
y/L = 0.75 for Ra = 1.0 x 104 • The position moves contin
uously toward the upper top corner as the Rayleigh number in
creases and reaches x/L=0.85 and y/L=0.85 at Ra=
LOx 105 •

3-2 Heat Transfer. Heat transfer rates are evaluated
from wedge-fringe interferograms. Among the interferograms

Journal of Heat Transfer

There are four kinds of local Nusselt numbers: NUL' NUR'
NUB' and NUT' corresponding to the left, right, bottom, and
top wall, respectiveh'- These subscripts are also used to dif
ferentiate values of Nu. From a heat balance, one expects that
the sum of the Nu on the four walls should be four. This was
applied to check the reliability of the experimental results.

Several plots of the local Nusselt number distribution along
each wall are given in Fig. 5 for Ra = 1.0 x 105 and () = 15 deg.
The values are compared with Nu, which would result in a
two-dimensional conduction-only mode. Along the top wall,
NUT is greater than that by conduction only. The reverse is
true along the bottom wall. The values of Nu along the left
and right walls become smaller in the lower portion and
greater in the upper portion of the enclosure than those for
conduction-only. Two maxima in NUT can be seen in Fig. 5;
these are caused by the flow pattern that would include some
of the characteristics of the flow pattern within a horizontal
enclosure.

A comparison of the local heat transfer rate with convection
qeony, to that which would occur with only two-dimensional
conduction, q2D eond, is useful in investigating the influence of
natural convection. To describe this ratio of relative heat
transfer rate, we define a modified local Nusselt number Nu +
as

Nu + = qeonY/q2D. eond

Nu o7l"2![16 f; [sin[(2n+ 1)7I"x/L} otanh
n=O

f (2n + 1)71"12 J(2n + 1)2)] (4)
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Fig. 5 Nusselt number distributions on each wall: Ra = 1.0 = 10 , 0 = 15 
deg 
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Fig. 6 Nu + distributions on the top and bottom walls: Ra = 1.5 x 105 

The modified average Nusselt number Nu+ defined by 
Nu+ = Uo qcomdX}l[\o Q2D'conddx} (5) 

has the same value as Nu. It is worth noting that Nu, from 
equation (2), is related to the absolute magnitude of the heat 
transfer rate while Nu + , from equation (4), is the heat transfer 
relative to that by two-dimensional conduction. At 
Ra= 1.5 x 105, Nu+ distributions are shown for the top and 
bottom walls in Fig. 6, and for the left and right walls in Fig. 
7. The distinctive minimum in Nu^ (Fig. 6) at 0 = 0 deg is 
caused by the aforementioned pair of counter-rotating rolls. 
Nu/ (Fig. 6) near the right wall is greater at larger inclined 
angle while Nu/ (Fig. 7) near the top wall is larger at smaller 
inclined angle. The values of Nuf (Fig. 6) near the right wall 
and Nu/(Fig. 7) near the top wall do not vary greatly with in
clined angle. 

To investigate the variation of Nu+ with Rayleigh number, 
Nu/ at 0 = 45 deg was selected; results are presented in Fig. 8. 
Although NuL increases monotonically with y (compare Fig. 5 
for 0 = 15 deg), Nu/ has a minimum. As the Rayleigh number 
increases, the values of Nu/ decrease near the bottom wall and 

2.0 

1.0 

•• - 1 

" Ra=1 5x105 

" 
- NU; 

° e=o° 
• 9 = 15° 

* 9=30° 
* 9=45° 

: ~ ^ . 

i 

T-

2-

- — i 

Nu* 
o 9=0° 
o 9=15° 
* 9=30° 
* 9=45° 

i 

" • i 

ff ' 
/ / : 
/ / 

//r\: 

I 

L 
1-J 

0.0 
0 L/2 
'—bottom wall y top wall -

Fig. 7 N u + distributions on the left and right walls: Ra = 1.5 x 10s 
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increase near the top wall. This indicates that the stronger con-
vective flow at higher Rayleigh number within the inclined 
enclosure causes a steeper change in the heat transfer rate 
along the left wall. 

The variation of Nu with inclined^ angle and Rayleigh 
number is shown in Fig. 9. The line of Nu = 1 that corresponds 
to the two-dimensional conduction-only mode is drawn for 
comparison. For every Rayleigh number employed, as the in
clined angle increases from 0 = 0 deg the magnitude of Nu in
creases on the right and bottom walls, decreases on the left 
wall, and stays almost constant on the top wall. As the 
Rayleigh number increases Nu increases, with Nu > 1, on the 
top and right walls, and decreases, with Nu< 1, on the bottom 
and left walls. 

4. Summary 

The natural convection in an inclined square enclosure con
taining internal energy sources has been investigated ex
perimentally. Quantities obtained include temperature 
distribution and local average heat transfer rates. In-
terferograms were obtained using water of very low salinity 
for a square enclosure of 38.1 mm x 38.1 mm. Through the 
observation of isotherms for Ra>5.0xl04 , one can deduce 
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Fig. 9 Effect of inclined angle on Nu of each wall for various Rayleigh 
numbers 

that there are two sets of counter-rotating rolls within the 
horizontal enclosure while there is one set of rolls within the 
inclined enclosure for 6 of 30 and 45 deg. 

In the presence of natural convection within the inclined 
enclosure, the average heat transfer rates on the top and right 
walls are higher than those for the two-dimensional 
convection-only mode. The reverse is true on the bottom and 
left walls for the higher angles of inclination. 

The relative maximum temperature in the fluid decreased 
from the conduction-only value due to natural convection. 
The maximum temperature occurs near the upper top corners 
of the inclined enclosure. When 0>3O deg, the position of 
maximum temperature stays near x/L=y/L = 0.85 for 
Ra>1.0xl05. 
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Natural Convection in an Inclined 
Rectangular Cavity With Different 
Thermal Boundary Conditions at 
the Top Plate 
Natural convection inside a rectangular cavity with different temperature boundary 
conditions on the cold top plate was studied using a Mach-Zehnder interferometer 
for 6 = 15, 45, and 60 deg to the horizontal. At 6 = 60 deg coupling with external 
forced convection and non-coupled heat transfer from a cavity with an isothermal 
top plate was studied. In all experiments the bottom hot plate was isothermal. The 
Rayleigh number Ra was varied from subcritical to 6x10s and the cavity aspect 
ratio ARX, from 6.68 to 33.4. The Reynolds number of the external forced flow Redh 
was constant and approximately equal to 5.8 xlO4. It was found that for 
Ra~3x 104 the differing thermal boundary conditions at the top plate did not af
fect the local or average heat transfer rates from the cavity. For Ra>3x 104 coupl
ing at the top plate compared to the non-coupled case resulted not only in a reduc
tion in the variation of the local heat transfer rates at the cold plate, but also in a 
significant reduction in the variation of the average transfer rates from hot and cold 
plates of the cavity. Forced convection at the top plate as compared to natural con
vection resulted only in a small reduction in the heat transfer coefficient at the cold 
plate. Correlation equations for coupled and noncoupled average heat transfer rates 
are presented. 

Introduction 
Excellent reviews by Schinkel (1980) and Catton (1978) on 

natural convective heat transfer from cavities of general orien
tation are already available and will not be repeated here. A 
summary of the frequently referenced heat transfer relations 
for vertical, horizontal, and inclined cavities is given by 
Karayiannis (1986). 

An understanding of the dependence of the heat transfer 
rates on the average parameters cannot be complete unless 
knowledge of the flow behavior inside the cavity is available. 
For this reason a number of researchers (Birikh et al., 1968; 
Gershuni and Zhukhovitskii 1969; De Graaf and Van der 
Held, 1953; Hart, 1971; Liang and Acrivos, 1970; Clever and 
Busse, 1977; Ruth et al., 1980; Ozoe et al., 1974; Ozoe et al., 
1975; Ozoe et al., 1977; Linthorst et al., 1981) have in
vestigated the stability and the flow patterns inside a cavity 
both experimentally and theoretically. 

A literature review revealed that most of the researchers 
have considered cavities with isothermal hot bottom and cold 
top plates. Different thermal boundary conditions at the hot 
plate and their effect on heat transfer rates from the cavity 
have been investigated among others by Schinkel (1980), Chao 
et al. (1981), and MacGregor and Emery (1969). The effect of 
differing thermal boundary conditions at the cold plate on 
heat transfer rates from the cavity has received less attention. 
Saidi and Tarasuk (1986) reported an interferometric in
vestigation of convective heat transfer in an air-filled horizon
tal cavity for 8.85<ARX<35.4 and 103 <Ra<3.27 x 105. The 
hot plate was isothermal and the top transparent plate was 
cooled by natural or forced convection. Although increased 
cooling rates were observed as the external Re increased, the 
NuA-Ra relation was not reported to depend on the external 
flow conditions for the range studied. 

Current address: Thermo-Fluids Engineering Research Centre, The City 
University, Northampton Square, London, EC1V OHB, United Kingdom. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 5, 
1986. Keywords: Enclosure Flows, Natural Convection. 

Sparrow and Prakash (1981) studied numerically the cou
pling of internal and external natural convective heat transfer. 
This was done for a vertical square cavity {ARX = 1.0) in the 
range 7x 102<Ra<7x 106 and Pr = 0.7 (air). The hot plate 
was isothermal and the cold plate was cooled by an external 
natural convection boundary layer flow. The case of the 
isothermal hot and cold plates (noncoupled heat transfer) was 
included for direct comparison. They report that if (Th — Ta) 
for the coupled problem were equal to (Th — Tc) for the non
coupled problem the NuA values for the former case would on
ly be about 60 percent of those of the latter case for 
Ra>7xl03 with slightly smaller deviations at lower Ra 
numbers. To the authors' knowledge there is no information 
for coupled flows for an inclined rectangular cavity. This 
paper is an extension of an earlier report by the same authors 
(Karayiannis and Tarasuk, 1985). In the above paper the 
average heat transfer results reported were only for the condi
tion of external natural convection 
Ra<6x 105 and 6= 15 and 60 deg. 

and for 5x l0 4 < 

Definition of the Problem 
A schematic of the air layer indicating the boundary condi

tions examined in this investigation is shown in Fig. 1. The hot 
plate of the cavity is at uniform temperature, Th = const. 
Three different boundary conditions can exist on the top 
plate, namely: 

(a) Coupled internal and external heat transfer. 
(0 External natural convection (case al), Tc = Tc(x) 
{if) External forced convection (case al), Tc = Tc{x) 

(b) Non-coupled convective heat transfer; the standard 
problem 
(i) Cold plate at uniform temperature (case b.\) 

Tc = const. 
The upper and lower end walls at x=0 and x = H and the 

side walls at z = 0 and z=W(Wbeing the width normal to the 
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plane of the figure) complete the cavity. The angle of inclina
tion 6 is measured from the horizontal. The aspect ratio ARX 

of the cavity is defined as the ratio of its length H to the spac
ing between the plates L. Similarly ARZ can be defined as the 
ratio of the width Wto the spacing between the plates. For the 
range of aspect ratios studied, 6.68<ARX<33.4 and 
7.2<ARZ<36.0, ARZ was found to have only an insignificant 
effect on heat transfer rates from the cavity (Catton, 1978; 
Karayiannis, 1986; ElSherbiny et al., 1982). 

Experimental Apparatus and Procedure 

The experimental cavity, originally designed by Saidi 
(1983), had to be adaptable to changes in the aspect ratio, the 
Ra number, and the angle of inclination. The hot plate was 
made of copper 45.72 cm wide, 42.42 cm long, and 1.27 cm 
thick. Two aluminum plates, 0.635 cm thick each, were fas
tened to it. A teflon plate was attached to the lower aluminum 
plate to minimize heat losses. The hot plate assembly could be 
moved and thus changes in the plate spacing (changes in ARX 

and Ra) were possible. The surface temperature of the copper 
plate was measured by means of 24 copper-constantan ther
mocouples. Readings from these thermocouples indicated an 
isothermal condition at the hot plate. The maximum to 
minimum temperature variation over the surface was < 1 
percent. 

Two different cold plates were used: For the study of cou
pled convective heat transfer the cold plate was an assembly of 
two polycarbonate plastic (lexan) plates 45.72 cm wide, 42.42 
cm long, and 0.952 cm in total thickness. Thermocouples were 
placed in grooves made on the lower 0.635 cm plate and ex
tended to the top and bottom surface of the cold plate through 
0.0762 cm holes. They provided temperature readings at 15 
locations for each top and bottom surface of the cold plate. 
For the study of non-coupled convective heat transfer, for 
which an insothermal top plate was required, the lexan plate 
was replaced by an aluminum plate of equal length and width 
and 1.27 cm thick. The bottom surface temperature of the 
aluminum plate was measured with 15 thermocouples, which 
were inserted through 0.175-cm-dia holes that reached to 
0.0762 cm from the bottom surface. A 6-cm-thick honey
comb, placed on the aluminum top surface, destroyed the ex
ternal natural convective boundary layer that can form when 
the temperature of the cold plate rises above ambient. This 
helped establish isothermal conditions at the aluminum bot
tom surface. The maximum to minimum temperature varia
tion on the aluminum plate bottom surface was <2.5 percent. 

ARX 

ARZ 
dh 

g 
K 
H 
k 
L 

Nu, 

Nu*„ 

Nux c 

Nu 

Nu, 

N o m e n c l a t u r e 

= cavity aspect ratio =H/L 
= cavity aspect ratio = W/L 
= hydraulic diameter of wind 

tunnel test section 
= acceleration due to gravity 
= local convective coefficient 
= air cavity length 
= thermal conductivity 
= spacing between plates 
= local Nusselt number: 

equation (1) 
= local Nusselt number at the 

hot plate 
= local Nusselt number at the 

cold plate 
= average Nusselt number: 

equation (2) 
= average Nusselt number at 

the hot plate 

Nuc 

Ra 

Rac 

Re 
T 

rp* 

y* 

a 
p 

e 
V 

= average Nusselt number at 
the cold plate 

= Rayleigh number: equation 
(3) 

= critical Rayleigh number 
= Reynolds number 
= temperature 
= nondimensional 

temperature = {T-Tcb)/ 
(Th-Tcb) 

= nondimensional coordinate 
=y/L 

= thermal diffusivity 
= coefficient of volumetric 

expansion 
= angle of inclination from 

horizontal 
= kinematic viscosity 

Subscripts 
a = 

c = 
cb = 

cb av = 

dh = 

h = 
h av = 

m = 

ambient measured above 
cold plate 
cold plate 
bottom surface of cold 
plate 
average at the bottom sur
face of the cold plate 
based on the hydraulic 
diameter of the wind tunnel 
hot plate 
average at the hot plate 
for cavity: calculated at 
(Th + Tcb)/2; for wind tun
nel: measured at the center 
of the wind tunnel cross 
section 
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Insulated upper 
end wall 

Top cold Plate 

a.l. External natural convecti 
T = T (x ) 
c c 

a .2 . External forced convection 
T = T (x ) 

c c 
b.l. Standard problem 

Isothermal, T = constant 

Fig. 1 Schematic of the cavity indicating boundary conditions 

The side boundaries of the cavity at x = 0 and x = H (see Fig. 
1) were constructed from an assembly of teflon plates 2.54 cm 
in total thickness. A 0.635 cm thick aluminum plate was 
fastened on the outside for rigidity. The other two opposing 
boundaries of the enclosure were made of 1.27-cm-thick 
transparent perspex (Plexiglas). These extended above the 
cavity and formed the side walls of a low-speed wind tunnel. 
The cavity was positioned in such a way that its top plate 
formed part of the lower wall of the wind tunnel. 

The wind tunnel had a working section with a rectangular 
(30.5 cm x 45.7 cm) cross section. The velocity of air in the 
wind tunnel was kept constant at Vm — 2.5 m/s for all the ex
periments with forced convection at the top plate of the cavity. 
This corresponds to turbulent flow with Redh — 5.8x 104, 
where RedA is the Reynolds number based on the hydraulic 
diameter (dh = 36.58 cm) of the wind tunnel working section. 
Due to the small length/dh ratio of the wind tunnel, the flow 
was not fully developed. Particular care was, however, taken 
to ensure uniform flow in the wind tunnel working section. 
Changes in the angle of inclination of the cavity were made 
possible by tilting the working section of the wind tunnel. Op
tical windows 15.24 cm in diameter and 2.54 thick were in
serted in circular holes made in the perspex side walls of the 
wind tunnel working section and allowed the use of a Mach-
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Zehnder long path difference interferometer (Karayiannis, 
1985). 

The experimental facility described above was subjected to a 
number of tests to substantiate experimental accuracy and 
reproducibility. The critical Ra number for convection to start 
was measured for 6 = 60 deg and found to be 3440. Agreement 
with the accepted value of 3416 given by the relation 
Rac(0) = 1708/cos 6 reported by Gershuni and Zhukhovitskii 
is within 0.7 percent. Earlier, Saidi and Tarasuk (1986), using 
the same experimental facility, reported the critical Ra number 
for a horizontal cavity to be 1717, which agrees within 0.5 per
cent with the accepted value of 1708. Results from ex
periments performed for the same conditions at different 
times (up to 2 h difference) indicated that the Nu number was 
reproducible to within ±1.5 percent. 

The aspect ratio ARX was varied from 6.68 to 33.4 and the 
angle of inclination was 15, 45, and 60 deg to the horizontal. 
Infinite interferograms provided a direct temperature field 
visualization since fringes represented isotherms. Finite in
terferograms were used for quantitative analysis. 

Temperature profiles across the air layer at 14 locations 
were obtained from the finite interferograms. The 
temperature gradient with respect to y was then calculated at 
both the hot and cold plates and the local Nusselt number was 
obtained according to 

where k„ is the thermal conductivity of air evaluated at either 
the hot or the cold plate and km is the thermal conductivity of 
air evaluated at (Th + Tch)/2.Q. The average Nusselt number 
can then be found by 

Nu= f Nuxd(x/H) (2) 

The maximum uncertainty in the calculation at the Nu number 
at the hot plate was estimated to be 4.9 percent. For the Nu 
number at the cold plate it was estimated to be 8 percent due to 
the additional error introduced by refraction (Karayiannis, 
1986). Since the top plate temperature was not uniform, divi
sion of the cavity into four constant-temperature-difference 
regions was necessary for the evaluation of the air properties 
and the Rayleigh number, which is defined by 

Ra^^^M (3) 
va 

The Ra number reported in this paper is the average of the 
four values calculated for each constant-temperature-
difference region of the 42.42-cm-long cavity. 

Experimental Results and Discussion 

Temperature Distribution Inside the Cavity. In the con
ductive regime, Ra< 1708/cos 6, the flow inside the cavity is a 
two-dimensional circulation with the streamlines (and 
isotherms, Karayiannis, 1986) parallel to the bounding sur
faces except in the corner regions of the cavity. Heat is 
transferred by molecular conduction (dT/dy = constant across 
the air layer and Nux = 1.0) except in the corner regions where 
convective heat transport occurs due to the turning of the 
fluid. 

As the Rayleigh number is increased beyond the critical 
value Rac, convection inside the cavity becomes increasingly 
important. Thermal boundary layers begin to grow on the hot 
and cold plates of the cavity. Following the onset of convec
tion, the flow inside an air-filled cavity at 6 < 70°C can consist, 
depending on ARX, of longitudinal rolls (rolls with their axis 

Fig. 2 Temperature contour plot: Ra = 1.843 x 104, Th a„ = 49.55°C, 
Tcb a„ = 33.83°C, 4RX=16.7, Ta=24.8°C; natural convection on top 
plate (0.05 T' isotherms) 

Fig. 3 Temperature contour plot: Ra = 1.13x105, Tft gv = 89.01 °C, 
Tcb a„ = 47.86°C, ARX = 11.13, Ta=24.5°C; natural convection on top 
plate (0.05 T* isotherms) 

in the x direction) superimposed on the two-dimensional cir
culation (Gershuni and Zhukhovitskii, 1969; Hart, 1971; 
Clever and Busse, 1977; Ruth et al., 1980). In addition to 
molecular conduction (and radiation), laminar natural con
vection begins to contribute to the total heat transport from 
the hot to the cold plate of the cavity. The above changes are 
manifested by the changes in the isotherm patterns inside the 
cavity. 

For all the angles studied, the flow inside the cavity began to 
exhibit unsteadiness when the aspect ratio was reduced from 
33.4 to 16.7 ( R a > 5 x l 0 3 ) . This was indicated by the fluc
tuating fringes of infinite interferograms. The unsteadiness 
was mostly confined to the core region of the air layer. The 
fringes near the walls were fairly stable even at significantly 
higher Ra numbers. 

Figure 2 shows a temperature contour plot for 6= 15 deg, 
ARX = 16.7, and Ra= 1.843 x 104. This is similar to the pattern 
obtained for 0 = 0 deg by Schinkel and Hoogendoorn (1978) 
and Samuels and Churchill (1967) using an interferometric 
and a numerical technique, respectively. For a similar 
isotherm configuration, in a water-filled horizontal cavity, 
Farhadieh and Tankin (1974) used a dye and observed rolls or 
cells (Bernard cells). In the inclined cavity the rolls are 
superimposed on a weak two-dimensional circulation. Cold 
fluid breaks away from the outer edges of the cold plate ther
mal boundary and moves down to the hot plate. This occurs at 
locations where the isotherms are concave upward. The fluid 
is heated as it moves laterally along the hot plate boundary 
and rises upward where the isotherms are concave downward 
so that the circulation in the core becomes a closed cell with 
the axis in the z direction. 

The flow and isotherm patterns described above persisted 
up to R a < 2 . 7 x l 0 4 . At higher Ra numbers more violent 
unsteadiness was observed. Thermals were observed to break 
away from the outer regions of the hot boundary layer. These 
either diffused in the core region or reached the cold boundary 
layer (Fig. 3). Similar activity occurred at the cold boundary 
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Fig. 4 Temperature contour plot: Ra = 1.129 x 10s, Th av = 89.89°C, 
Tcb av=A8.27°C, 4 f l x = 11.13, Ta=26.7°C; natural convection on top 
plate (0.05 T* isotherms) 

. 0.2 

= 11.13 

= 1.1 x 10 

- 80°C 

T — r ~ 
0.5 

0.25 0.5 0.75 1.0 

Non-dimensional distance, x/H 

Fig. 5 Temperature distribution along the bottom of the cold plate at 
different angles of inclination; natural convection on top plate 

layer. No other changes in the temperature and flow fields 
were observed as the aspect ratio was reduced or as the Ra 
number was increased other than an increase in the 
unsteadiness of the flow and the frequency of the appearance 
of thermals. 

Examination of the isotherm patterns at 0 = 45 deg, 
ARX = 16.7, R a < 3 x l 0 4 indicated the existence of unstable 
rotational motion about the z axis in the core region of the air 
layer. This, however, did not have the consistency of the rota
tional motion described earlier for 0=15 deg (Ra<2.7 x 104). 
As the Ra number mcreases, the unsteadiness in the core 
region increases and thermals also appear. This unsteady mix
ing process increases the isothermality of the core region. Ran
dall et al. (1979) described a similar large-scale mixing in the 
core of the air layer and attributed it to "eddies" breaking 
away from the outer edges of the boundary layers. De Graaf 
and Van der Held (1953) reported that for 30 deg<0<6O deg 
the air layer was turbulent after transition, i.e., for 
Ra>Ra c (0) . Unstable mixing, however, might have given the 
impression of turbulence in the flow visualization with smoke 
reported by De Graff and Van der Held. Reducing the aspect 
ratio to , 4 ^ = 11.13, 8.35, and 6.68 ( R a > 3 x 104) resulted in 
no other changes in the isotherm patterns and flow structure. 
Schinkel (1980) in his flow visualization experiments reported 
unstable large vortices at ARX = 7.0, Ra = 2 x l 0 5 , and 0 = 40 

deg, which is in agreement with the present deductions made 
from the study of the interference patterns mentioned above. 

Observations of the interference patterns indicated that the 
flow patterns for 0 = 60 deg are similar to the previously 
described flow patterns for 0 = 45 deg. At low Ra numbers the 
flow can consist of longitudinal rolls superimposed on the 
two-dimensional circulation. As the Ra number increases the 
flow becomes unstable and finally consists of vortices and 
thermals ( R a > 3 x l 0 4 ) superimposed again on the two-
dimensional circulation, which becomes the main mode of 
heat transport. No other changes occur for ARX< 11.13, 
R a > 2 x l 0 4 . 

Schinkel and Hoogendoorn (1978) reported that for 0<3O 
deg the interferograms look like the interferograms for the 
horizontal orientation and for 0>5O deg like the in
terferograms for vertical orientation. This observation agrees 
with the results of the present study. As mentioned earlier the 
interferograms at 6 = 15 deg were similar to the interferograms 
obtained for the horizontal orientation. The interferograms at 
6 = 45 deg resembled mostly the interferograms of the vertical 
orientation, although similarities to the isotherm patterns of 
the horizontal orientation were not absent. The isotherm pat
terns of Fig. 4 have a clear resemblance to the isotherm pat
terns for 0 = 90 deg reported by Schinkel and Hoogendoorn 
(1978). 

Examination of the isotherms of Fig. 4 indicates that at 
some locations in the cavity, e.g., at 0.03<x/H<OA5, the 
temperature gradient dT*/dy* changes from negative at the 
hot plate to positive and then negative again at the cold plate. 
Where the gradient is positive, heat is transferred toward the 
hot plate. This phenomenon is called "temperature reversal" 
and is fully explained by Karayiannis (1986). It is caused by («) 
the high velocities of the circulating flow and (6) instabilities 
in the flow. Temperature reversal was first found to appear at: 

0=15 deg, Ra= 1.834 x 104 or Ra= 10.40 Rac(15 deg), ARX = 16.7 

0 = 45 deg, Ra= 1.320x 104 or Ra = 5.46 Rac(45 deg), ARX = 16.7 

0 = 60 deg, Ra= 1.213 x 104 or Ra = 3.50 Rac(60 deg), ARX = 16.7 

As the angle of inclination from the horizontal increases, 
temperature reversal occurs at the decreasing value of Ra 
number. This is because the velocity of the circulating fluid at 
any Ra number increases with increasing angle of inclination. 

Temperature Distribution on the Cold Plate. The 
temperature distribution on the cold plate in the coupled heat 
transfer case is the result of thermal interaction and the 
relative strengths of the internal and external heat transfer 
processes. In the conductive regime the distribution of Tc was 
similar for all the angles studied. Tc was uniform for most of 
the length of the cavity, except at the upper end, i.e., atx~H, 
where it was higher. The reason for this is the uniform local 
heat transfer rate (Nux = 1.0) for most of the length of the 
cavity in the conductive regime. This predominates over the 
external heat transfer rate, which decreases with distance x 
from the lower end wall. At the upper end, fluid that has been 
heated at the hot plate turns and travels to the cold plate. This 
accounts for the higher temperature of the cold plate at the up
per end. 

When convection inside the cavity occurs the temperature of 
the cold plate was found to vary with distance x from the end 
walls. The variation was found to increase with increasing 
angle of inclination. This is seen in Fig. 5, which shows the 
nondimensional temperature of the bottom surface of the cold 
plate obtained from thermocouples plotted against the non-
dimensional distance x/H for all angles studied and for similar 
Ra numbers and equal aspect ratios. The reason for this is the 
increasing dominance of the two-dimensional boundary layer 
circulation as the angle of inclination increases. The variation 
in the temperature of the cold plate was also found to increase 
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Fig. 6 Local Nusselt number in the cavity: Ra = 3.176 x 104, 
Th av = 88.63°C, Tcb gv = 48.89°C, ARX = 16.7; natural convection on top 
plate 
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Local Nusselt number in the cavity: Ra = 1.175 x 105, 
39.09°C, Tcbar =27.60°C, ARX =8.35; natural convection on top 

strongly with decreasing aspect ratio and very moderately with 
increasing Ra number. At 0 = 60 deg, comparison of the 
temperature distribution on the cold plate with natural and 
forced convection at the cold plate led to the conclusion that, 
for a constant hot plate temperature, forced convection 
(Redh — 5.8x 104) results in an increased rate of cooling and 
thus lower cold plate temperature. However, the variation of 
the temperature on the cold plate with distance x is the same 
for both conditions (Karayiannis, 1986). 

Local Heat Transfer Rates. The local heat transfer rate 
NUj., calculated according to equation (1), was found to de
pend strongly on ARX, Ra, d, and distance x from the end 
walls. Increasing Ra and 6 and reducing ARX resulted in an in
crease in the dependence of Nux on distance x. 

For 0 = 15 deg and ARX = 33.4, i.e., Ra<3 .8x 103, the Nux 

number was independent of x and was mostly uniform for the 
entire length of the cavity. This indicates that there is no 
thickening of the thermal boundary layers at the two plates 
with distance x. When the aspect ratio was reduced to 
^4JRX = 16.7 the "starting" and "departure" corners (Eckert 
and Carlson, 1961) become well defined. However, the Nux 

number remained independent of distance x for most of the 
length of the cavity up to R a < 2 x 104. At R a > 2 x 104 a weak 
dependence on x become obvious. This is seen in Fig. 6 at 
Ra= 3.176x 104. Maximum and minimum values in the Nu^ 

number were observed, e.g., at x/H^ 0.8 (Fig. 6) a local max
imum occurs. This is in agreement with the observations of 
Schinkel and Hoogendoorn (1978) and is attributed to thermal 
instabilities. For ARX = 11.13, 8.35, and 6.68, i .e. , 
R a > 2 x 104, the Nux number remained weakly dependent on 
distance x from the end walls. 

With the cavity inclined at 0 = 45 deg starting and 
deparature corners were well defined at ARX = 33.4, 
Ra<4.3 x 103. However, the Nux number was still uniform in 
the central region of the cavity. As was the case for 0 = 15 deg 
the thermal boundaries at the two plates did not grow in 
thickness with distance x even when the apsect ratio was re
duced to ARX = 16.7, i.e., 8x 103 < R a < 3 x 104. As a conse
quence only a weak dependence of Nux on x was exhibited in 
this range. However, reducing the aspect ratio further 
(Ra>3 x 104) resulted in a significant dependence of Nux on 
distance x. This is seen in Fig. 7, which shows the local heat 
transfer rates at 0 = 45 deg, ARX = 8.35, Ra= 1.175 x 105. 

With the cavity inclined at 9 = 60 deg the dependence of Nu^ 
on distance x was stronger at all Ra numbers. Local maxima 
and minima in the Nux values persisted up to 0 = 60 deg. These 
become less pronounced and frequent as the angle from the 
horizontal was increased. Brooks and Probert (1972) for a 
cavity of general orientation reported that maximum Nux at 
the starting corner of the hot plate occurred at x/H '— 0.05. In 
this study maximum Nux at the hot plate was found to occur 
between 0.0225<;t///<0.1725. 

Effect of Different Boundary Conditions at the Top Plate 
on Heat Transfer Rates (the Coupling Effect). As seen in 
Fig. 7, the variation of the local heat transfer rate with 
distance x at the cold plate, Nuxc, was less than the variation 
of the local heat transfer rate at the hot plate Nux,,. This is in 
agreement with the findings of Sparrow and Prakash (1981). 
This difference in the Nux dependence on distance x becomes 
more pronounced as the angle from the horizontal increases, 
and the results for 6 = 60 deg confirm this. The reason for this 
difference is the opposite direction of the internal and external 
flow at the cold plate. As mentioned in the introduction, the 
case of non-coupled heat transfer was also studied at 0 = 60 
deg. Figures 8 and 9 show the local heat transfer rates at 0 = 60 
deg, ^4i?x = 8.35, Ra = 2.0x 105 for coupled and non-coupled 
conditions at the cold plate respectively. The variation of Nuxc 

for the coupled case is seen to be less than the variation of 
Nuxc for the noncoupled case. 

^Figure 10 shows the average heat transfer rates at the hot 
(Nu,,) plate for the three different boundary conditions at the 
top plate studied at 6 = 60 deg. The solid lines through the data 
represent empirical best fits. As seen in the figure, the average 
heat transfer rates for the coupled case are lower, indicating 
that coupling with external natural or forced convection 
results not only in a reduction in the variation of the local heat 
transfer rate with distance x, but also in a reduction in the Nu 
number (Nu,, and Nuc). This coupling effect, however, does 
not occur at R a < 3 x l 0 4 . Nux and Nu values in this lower 
range of Ra number are not affected by the thermal boundary 
conditions at the top plate of the cavity. The reason for this is 
the different heat transfer processes that prevail inside the 
cavity at lower Ra numbers, i.e., the existence of longitudinal 
rolls and the dominance of molecular conduction across the 
air layer. Heat transfer by the formation of longitudinal rolls 
and molecular conduction is basically x independent and thus 
the coupling effect is very weak. 

At higher Ra numbers heat is transferred primarily by the 
boundary layers that form on the hot and cold plates. A 
smaller amount is transferred by rotational motion and ther
mal diffusion (thermals) across the air layer. Coupling at the 
top plate affects mostly the component of heat transferred by 
the boundary layer circulation, and since this component in
creases as the Ra number is increased (or the aspect ratio is 
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Fig. 9 Local Nusselt number in the cavity: Ra = 1.941 x 105, Th 

= 70.5°C, Tc j )a l , = 44.89°C, ARX=8.35; isothermal top plate 

decreased) the effect of coupling becomes more pronounced at 
high Ra numbers. The ratio 

Nutcase a. 1) 

NuA(case b. 1) 
decreases from about one at Ra = 3 x l 0 4 to 0.75 at 
Ra = 6 x l 0 5 . In the numerical solution of Sparrow and 
Prakash (1981) the flow inside the cavity consisted of a stable 
two-dimensional circulation, which did not change in the 
range studied. The external natural convection boundary layer 
was also stable and two-dimensional. The stability of the 
whole system and the uniformity of the flow inside the cavity 
account for the approximately constant value of the above 
ratio obtained by Sparrow and Prakash. As the resistance Rc 

of the cold plate is reduced, an increase in the coupling effect 
is to be expected, since the interaction of the internal and ex
ternal thermal processes becomes more effective. Also as the 
angle of inclination is increased the coupling effect will in
crease. This is because the strength of the two-dimensional cir
culation inside the cavity and the strength of the opposing ex
ternal boundary layer flow increase as 6 approaches 90 deg. 
Sparrow and Prakash considered Rc to be zero, i.e., heat flux 
and temperature were assumed continuous at the cold plate. In 
addition, their cavity was vertical. These reasons account for 
the smaller value of 0.6 obtained for the ratio NuA (case 
a. l)/NuA(case b.\) by Sparrow and Prakash as compared to 
the present result. 

5 6 7 8 9 , 

[3 NATURAL CONVECTION ON TOP PLATE (c 

A ISOTHERMAL TOP PLATE 

X FORCED CONVECTION ON TOP PLATE (c. 

"IBS 

Fig. 10 Average Nusselt number at the hot plate versus Rayleigh 
number for 9 = 60 deg 

The condition of forced convection at the top plate when 
compared to the isothermal condition at the same Ra number 
resulted in a similar effect on heat transfer rates as the condi
tion of natural convection discussed above with only some 
small additional reduction in the variation of Nuxc and the 
value of Nuc. The results of Saidi and Tarasuk (1986) indicate 
that the effect of forced convection as compared to the effect 
of natural convection on NuA is the same for Redh <5.3 x 104. 

Average Heat Transfer Rates. The average Nusselt 
number was obtained by numerical integration of the local 
values according to equation (2). The dependence of the Nu 
number on Ra number and 6 was found to be a complex one. 
At all angles studied, the dependence of Nu on Ra decreases as 
Ra increases, i.e., the slope of the Nu-Ra curve decreases. 
This is attributed to changes in the flow patterns and mode of 
heat transfer inside the cavity that occur as the Ra number in
creases from the critical value. At high Ra numbers 
( R a > 2 x l 0 4 ) the Nu number dependence on Ra becomes 
constant, because no further changes in the flow patterns and 
mode of the heat transfer occur. A monotonic drop in the Nu 
number was found at any Ra number as 6 increases. However, 
the dependence of Nu on 6 at different Ra numbers 
was not constant, but was found to decrease as the Ra number 
increases This is in agreement with De Graaf and Van der Held 
(1953). The average Nusselt number at the cold plate Nuc was 
found to be smaller than_the average number at the hot plate 
NuA. The difference in Nu,, and Nuc varied from approx
imately 0 to 30 percent. This was mostly attributed to losses 
from the end walls (Karayiannis, 1986; Brooks and Probert, 
1972). 

The complex dependence of Nu,, on d and Ra precludes the 
use of simple scaling law, such as the replacement of Ra by Ra 
cos d in the relationship for a horizontal cavity. Different 
mathematical models were examined before the final cor
relating equations were obtained. The effect of the aspect ratio 
(6.68<ARX<33.4) was not included. Changes in the aspect 
ratio were made possible by varying the space between the two 
plates L. This resulted in a simultaneous change in the Ra 
number, which is proportional to L3. Therefore, the separate 
effect of ARX and Ra on Nu,, could not be studied. 
Literature review reveals that in this range of ARX the aspect 
ratio effect is very small. Randall et al. (1979) studied a range 
9<ARX<36 for 45 deg<^<90 deg. They reported no effect 
of the aspect ratio on the Nu number. Meyer et al. (1982) com
bined their results with the results of Randall et al. only to 
conclude again that the aspect ratio has no effect on NuA for 
ARX>9. Hart (1973) for a slightly inclined cavity reported 
that the aspect ratio can be neglected if ARX> 10. Schinkel 
(1980) reports that for 6 = 50 deg the Nu,, number does not de
pend on aspect ratio for ARX> 7.0. Statistical modeling also 
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indicated that the parameter ARX could be eliminated from 
the correlating equations. For a given 6 the NuA number is 
quite satisfactorily expressed as a function of Ra number only. 

The following correlating equations for the average heat 
transfer rate from the hot plate Nu^ were obtained: 

Coupling with natural and forced convection: 

0 = 0 deg (data by Saidi, 1983) 

0.043Ra0-493 0.0390Ra°-: 

1+-
Ra 

1+-
Ra1 

(4) 

Nu„ 

8 x l 0 3 * ' 5 x l 0 4 

6=15 deg (coupling with natural convection) 

0.066Ra0-640 0.947Ra0098 

= 0.882 + 

1+-
Ra1 

1+-
2xl04 (5) 

2 x l 0 4 * ' Ra2 

6 = 45 deg (coupling with natural convection) 

0.052Ra0-653 0.450Ra0095 

NuA =2.416 + -

1+-
Ra1 

1+-
2 x l 0 4 

(6) 

2 x l 0 4 Ra2 

8 = 60 deg (coupling with natural convection) 

0.197Ra0-803 0.830Ra0086 

Nu„ = 1.238 + 

1+-
Ra1 

1+-
2xl04 (7) 

2 x l 0 4 * ' Ra2 

6 = 60 deg (non-coupled case) 

15.462Ra0-335 0.647Ra0159 

N u A = - 0 . 3 1 0 - : + -

1 + 
Ra2 

3 x l 0 4 1 + 
Ra2 

3 x l 0 4 

(8) 

The coefficient of determination of the above equations was 
between 86.6 and 96.2 percent. The standard deviation of the 
data about the regression line varied from 0.1742 to 0.3327. 
Equations (4)-(8) correlate the data for Rac ( 0 ) < R a < 6 x 105 

and 6.68<ARX< 33.4. Extrapolation to higher Ra numbers is 
not recommended. This is because possible changes in the flow 
patterns at R a > 6 x 105 (i.e., appearance of turbulence) could 
result in changes in the dependence of NuA on Ra. 
Also use of the equations for cavities of ARX < 7 is not recom
mended since the aspect ratio (not included in the above equa
tions) is important at low aspect ratios. Linear interpolation 
for any angle in the range 0 deg < 6 < 60 deg is possible. Equa
tion (4) was obtained by correlating data by Saidi (1983). The 
equation provided by Saidi and Tarasuk (1986) does not allow 
for the varying dependence of Nil/, on Ra. 

Comparison of Present Results With Results of Earlier In
vestigators. To the best of the authors' knowledge no infor
mation is available in the literature on heat transfer rates from 
an inclined cavity with coupled heat transfer at the cold plate. 
In Figs. (11)-(13) the present results are compared with the 
results of earlier investigations on inclined cavities with 
isothermal hot and cold plates. The varying dependence of the 
NuA number on Ra number mentioned in the preceding sec
tion is also expressed by the correlating equations of De Graaf 
and Van der Held (1953) and Hollands et al. (1976). At low Ra 
numbers the average heat transfer rates obtained in this study 
(including the results for the noncoupled case) were higher 
than the results of earlier investigations. As seen in Figs. 

X „-

iT_ 
1 Present study (case a . l ) 

2 Hollands et a l . (1976) 

3 De Graaf and Van der Held (1953) 

linkel and Hoogendoorn (1978) 

(ayleigh number 

Fig. 11 Comparison of the present results of earlier investigations for 
0 = 15 deg 

1 Present study (c, 

2 Hollands e t a l . (1976) 

3 Randall et a l . (1979) 

4 De Graaf and Van der Held (1953) 

5 Schinkel and Hoogendoorn (1978) 

Rayleigh number 

Fig. 12 Comparison of the present results with the results of earlier in
vestigations for 0 = 45 deg 

Rayleigh nuinber 

Fig. 13 Comparison of the present results with the results of earlier in
vestigations for 0 = 60 deg 

(11)—(13) this disagreement is very small at 6= 15 deg but in
creases as the angle of inclination from the horizontal in
creases. At high Ra numbers the present results for coupling 
with external natural convection were found to be lower than 
the results of earlier investigators. This is due to the coupling 
effect at the cold plate. Exception to this were the results for 
the isothermal top plate. At high Ra numbers the NuA 

numbers obtained in this case were in good agreement with the 
results of earlier investigators. 

The results of Hollands et al. (1976) were obtained by 
measuring the heat flux at the center of the ^enclosure at 
ARX = 44. The end effects were not included and NuA was con
sidered to be equal to NuxA at x/H=0.5. Therefore, although 
frequently referenced, the equations of Hollands et al. can on-
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ly be applied to cavities of high aspect ratio. The assumption 
Nu/, =NuxA at x/H=0.5 was checked in the present study for 
0 = 60 deg (case b\), ARX=\6.1, and ARX=11.13 (i.e., 
Ra< 1 x 105). Thisjwas found to be valid only for ARX= 16.7. 
For ARX= 11J_3 Nuxh at the center was always lower (5-17 
percent) than NuA. The correlation of ElSherbiny et al. (1982) 
in Fig. 13 was plotted for the present range of aspect ratio. 

Conclusions 

A Mach-Zehnder interferometer was utilized in the study of 
coupled and non-coupled convective heat transfer from an in
clined rectangular cavity. For Ra numbers below the critical 
value gaseous molecular conduction across the cavity 
predominates. The isotherms are parallel to the bounding sur
faces except near the corners, where convection contributes to 
the total heat transport. As the Ra number is increased the 
convective contribution increases. At high Ra numbers 
( R a > 2 x l 0 4 ) heat is transferred by boundary layer circula
tion, rotational motion, and thermal diffusion. 

Under coupled conditions the temperature of the cold plate 
was found to vary with distance x from the end walls. The 
variation was found to increase with increasing 6 and decreas
ing ARX. The Ra number had only a moderate effect on the 
cold plate temperature variation. 

When compared to the non-coupled case, coupling of exter
nal and internal convection flows at the top plate of the cavity 
resulted not only in a reduction in the variation of Nu^c with 
distance x but also in reduction in NuA and Nuc for the range 
R a s 3 x l 0 4 . For R a s 3 x l 0 4 the thermal boundary condi
tions at the top plate did not affect the local or average heat 
transfer rates from the cavity. The ratio Nu,, (coupled)/NuA 

(non coupled) was found to decrease from 1.0 at Ra = 3 x 104 

to 0.75 at Ra = 6x 105. The effect of coupling with external 
forced convection when compared to coupling with external 
natural convection at the same Ra number was limited _to a 
small reduction in the variation of Nuxc and the value of Nuc. 

The local heat transfer rate was found to depend strongly on 
ARX, Ra, 6, and distance x from the end walls. The 
dependence of Nux on x increased with jncreasing Ra and 6 
and decreasing ARX. The dependence of NuA on Ra and 6 was 
found to be a complex one. Correlation equations for Nu/, 
were developed for both coupled (6 = 0, 15, 45, 60 deg) and 
non-coupled (6 = 60 deg) convective heat transfer from the 
cavity. These are applicable in the range Rac (6)< Ra< 6 x 105 

and7<AK ; f <33. 
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Measurements in the Transition 
Vortex Flow Regime of Mixed 
Convection Above a Horizontal 
Heated Plate 
Experimental results covering the transition vortex flow regime of mixed convection 
over a heated, horizontal flat plate are presented. A criterion for the onset of vortex 
instability as a function of critical Reynolds and Grashof numbers was established 
with the aid of a flow visualization technique. The three-dimensional nature of this 
flow regime was documented through both velocity and temperature measurements 
using laser-Doppler and hot/cold-wire anemometers, respectively. A higher buoy
ancy force, through a higher plate temperature or a larger downstream distance, 
and/or a lower free-stream velocity, intensifies the strength of the vortices. Velocity 
and temperature profiles through vortex peaks and valleys are reported to quantify 
the behavior of these vortices. It has been found from these measurements that the 
two-dimensional laminar mixed convection flow changes into a transitional three-
dimensional vortex flow in a relatively short distance from the leading edge of the 
plate. The vortex three-dimensional flow continues to intensify as the buoyancy 
force increases and then develops into a two-dimensional fully turbulent flow at the 
end of the transition regime. These findings place an upper limit on the applicability 
of the two-dimensional, laminar boundary layer flow analysis for mixed convection 
over a heated horizontal flat plate. 

Introduction 

The problem of thermal instability in boundary layer flows 
over isothermally heated horizontal flat plates has been ex
amined by many investigators in recent years. It is now well 
recognized that buoyancy forces contribute a great deal to 
changing the characteristics of forced convective heat transfer. 
The effects of the buoyancy force may become pronounced 
when the flow velocity is low and the temperature difference 
between the plate and the free stream is large. Contrary to the 
problems of mixed convective heat transfer along a vertical 
flat plate (see, for example, Merkin, 1969; Lloyd and Spar
row, 1970; Wilks, 1973; Ramachandran et al., 1985; etc.), a 
vertical cylinder (see, for example, Chen and Mucoglu, 1975; 
Lee et al., 1986; etc.), a horizontal cylinder (see, for example, 
Mucoglu and Chen, 1977; Badr, 1984; etc.), and a concave 
wall (see, for example, Tani, 1962; McCormack et al., 1970; 
Kamotani et al., 1985; etc.), the horizontal flat plate geometry 
has received less attention. Owing to heating from below in 
this latter geometry, the flow becomes unstable and 
longitudinal vortices develop within the boundary layer to 
cause the flow to become three-dimensional, thus making the 
complete measurements of velocity and temperature fields at 
any cross section tedious and very time consuming. Wang 
(1982) reported on the heat transfer measurements for 
horizontal flat plate geometry and established the domains of 
pure forced, mixed, and pure free convection regimes. 

For a given free-stream velocity and plate-to-free stream 
temperature difference, the incipience of vortex rolls or in
stability can be detected within the laminar boundary layer at 
a critical distance downstream of the leading edge of the plate. 
That critical distance is considered to be the beginning of the 
transition from the laminar mixed convection regime to the 
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turbulent flow regime for a given free-stream velocity and 
plate-to-free-stream temperature difference. The two-
dimensional laminar flow solution will not be valid in this 
transition regime owing to the three-dimensional nature of the 
vortex flow. The transition occurs at a much smaller Reynolds 
number than that predicted and measured for the onset of the 
wave instability (i.e., ReAr = 105) for this flow. The presence of 
these vortices had been noticed in previous works on flows 
over horizontal plates heated from below and over concave 
walls. Vortex rolls appearing on a heated flat plate and a con
cave wall, although similar in nature, are induced by different 
forces. Vortices on the heated flat plate are due to buoyancy 
forces, whereas centrifugal forces are the cause for the vortices 
in flow over the concave wall. An analogy between these two 
phenomena was demonstrated in a study by Goertler (1959), 
which stated that the presence of any forces that have com
ponents perpendicular to the flow direction and to the surface 
can cause such a vortex instability. The criterion as to when 
such an instability occurs in laminar mixed convection 
boundary layer flow over a heated, horizontal flat plate has 
not been properly established, and thus the range of ap
plicability of the two-dimensional laminar mixed convection 
solution for horizontal flat plates (e.g., Sparrow and 
Minkowycz, 1962; Chen et al., 1977; Ramachandran et al., 
1983; etc.) has not been determined. 

The onset of vortex instability in laminar mixed convection 
boundary layer flow above a heated horizontal flat plate has 
been examined theoretically by Wu and Cheng (1976) and 
Moutsoglou et al. (1981), and experimentally by Wang (1982) 
and by Hayashi et al. (1977) for air, and Gilpin et al. (1978) 
and Imura et al. (1978) for water. Moutsoglou et al. (1981) 
pointed out that the results of Wu and Cheng (1976) are incor
rect because, in addition to a slight numerical error, they 
neglected the buoyancy force effect in the mainflow that was 
used to examine the vortex instability of that flow. It is, 
however, interesting to note that the results of Wu and Cheng 
(1976) are in better agreement with the measurements of 
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Wang (1982) and Hayashi et al. (1977) than those of 
Moutsoglou et al. (1981). Mixed convection flow in parallel-
plate water channels was studied experimentally by Osborne 
and Incropera (1985a, 1985b). McCormack et al. (1970) and 
Kamotani et al. (1985) reported results on the effect of heating 
on Goertler vortices for flow over concave walls. The analysis 
of Moutsoglou et al. (1981) predicted a much earlier onset of 
vortices than what has been observed experimentally by the 
authors in this study and by Hayashi et al. (1977). 

The above survey demonstrates the need for more quan
titative measurements, particularly the velocity and 
temperature distributions, in the vortex flow regime of mixed 
convection. Such measurements have not been reported 
previously, and this has motivated the present study. 

Experimental Apparatus and Procedure 

The experiment was performed in an existing low-
turbulence, open circuit air tunnel. The tunnel has a relatively 
long damping inlet box (1.22 m long), a smooth converging 
nozzle with a contraction ratio of 9:1, a test section, and a 
smooth diverging diffuser. Plastic honeycomb material (10.2 
cm thick) and a section of plastic straws (22.2 cm thick), along 
with several wire screens, were used in the inlet and exit sec
tions to straighten the flow and to reduce the turbulence level 
in the test section. The free-stream turbulence intensity as 
measured by the laser-Doppler velocimeter was less than 0.2 
percent. A variable speed fan was used at the diffuser end to 
provide air velocities of 15 to 64 cm/s through the test section. 
The heated aluminum plate (30 cm wide, equivalent to the 
width of the test section of the air tunnel, 104 cm long, and 
1.58 cm thick) could be maintained at any desired temperature 
between 25 °C and 85 °C without harming the plexiglass walls 
of the test section. The uniformity of the heated plate 
temperature was maintained to within 0.1 °C by using 
rheostats to control individually the energy input to the 
various heating pads that are placed below the plate. The LDV 
measurements of the average velocity was repeatable to within 
1 percent. Details of the air tunnel and the isothermally heated 
test plate assembly have been described by Ramachandran 
(1983) and by Ramachandran et al. (1985). 

The velocities at any desired location were measured by a 
single-channel laser-Doppler velocimeter (LDV) using a 
counter as the Doppler signal processor. Glycerin smoke par
ticles, resulting from the immersion of a 100-W heating ele
ment into a glycerine container, were mixed with the inlet air 
to provide the scattering centers for the LDV. The LDV was 
mounted on a three-dimensional traversing system capable of 
placing the measuring volume of the LDV at any x, y, z loca
tion in the flow within accuracies of 0.05, 0.003, and 0.05 mm, 
respectively. Velocity and temperature profiles in the 
boundary layer were measured for several free-stream 
velocities and plate temperatures. Temperature measurements 
were performed by utilizing a single cold wire boundary layer 

probe. The probe was calibrated frequently to ensure accurate 
measurements. The uncertainty associated with the 
temperature measurements is approximately 0.1 °C and that 
with the velocity measurements is about one percent. The 
estimated experimental uncertainty in the reported Nusselt 
number is between 8 and 10 percent and that in the reported 
friction factor is between 5 and 8 percent, which are mainly 
due to uncertainties in determining the gradients at the wall. 
Rapid data acquisition and reduction for measurements of 
both velocity and temperature were performed with the aid of 
a microcomputer through the proper analog-to-digital con
verter and software (see Ramachandran, 1983, and Moharreri, 
1986). 

Flow visualizations were conducted to detect the onset of 
vortex instability and to examine the resulting three-
dimensional nature of the flow. They were carried out by 
using a 15-W collimated white light beam (2.5 cm in diameter) 
that shone through the flow field containing small glycerin 
particles as light scattering centers. The light beam illuminated 
a y-z plane of the flow field. The glycerin particles were 
generated in the same manner as described earlier for the 
velocity measurements by the laser-Doppler velocimeter, ex
cept that a much higher concentration was used for flow 
visualizations. The flow visualization also helped in selecting 
the locations where the velocity and the temperature profiles 
were finally measured. 

Experimental Results and Discussion 

The uniformity of the flow velocity upstream and at the 
leading edge of the plate was confirmed by a series of 
measurements in both the y (measured from the surface of the 
plate) and the z directions. Two-dimensional, uniform laminar 
flow existed at the leading edge of the plate for the range of 
the velocities encountered in this experiment. The boundary 
layer flow above the plate without heating was examined by 
measuring velocity profiles for various free-stream velocities 
and stream wise locations. These measurements agree very well 
(less than 2 percent error) with the Blasius velocity profile, 
thus validating the performance of the wind tunnel and its 
instrumentation. 

A series of photographs depicting segments from flow 
visualizations at various axial locations is shown in Fig. 1. 
Each photograph was taken from a location downstream of 
the collimated light beam, which crossed the width of the test 
section and exposed the flow characteristics in the spanwise 
direction at a given axial location. The darker regions in these 
photographs correspond to regions with lower scattering parti
cle densities, which resulted from the secondary flow induced 
by the vortex. The changes in the sequence of flow patterns 
can clearly be seen from Fig. 1 as follows: 

1 A region of two-dimensional laminar forced convection 
flow at small downstream distances. 

N o m e n c l a t u r e 

Cfx = 

Cfo -

g = 
Gr, = 

Gr« = 
Nu, = 

Nu„ = 

(2v/ul)(du/dy)y=0 = local 
friction factor 
local friction factor for 
pure forced convection 
gravitational acceleration 
gP(Tw-Ta)x

3/v2 = local 
Grashof number 
critical Grashof number 

[ -* / ( 7 ^ - 7 ^ ) ] (3 7Vd)>)^o 
= local Nusselt number 
local Nusselt number for 
pure forced convection 

Pr = Prandtl number 
Re, = umx/v = local Reynolds 

number 
Rexc = critical Reynolds number 

T = fluid temperature 
7> = {T^+T^/2 = film 

temperature 
Tw = wall temperature 
T„ = free-stream temperature 

u,v,w = axial, normal, and span-
wise components of the 
local velocity, respectively 

u„ = free-stream velocity 
x, y, z = axial, normal, and span-

wise coordinates, 
respectively 

/3 = \/Tj = volumetric coeffi
cient of thermal expansion 

V = y(ua/vx)x/2 = pseudo-
similarity variable 

v = kinematic viscosity 
£ = Gr,/ReJ5 = buoyancy 

parameter 
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Fig. 2 Critical Grashol and Reynolds numbers lor the onset of vortex
instability
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Fig. 1 Incipience and growth of vortex rolls in convective flow above a
heated, horizontal flat plate (u"" = 34 cmls, Tw - T"" = 30'C)

2 The onset of vortices at a critical downstream distance
(first appearance of stationary cavitylike spots, spaced across
the span of the heated surface, thus forming a three
dimensional flow).

3 A region where well-defined, stable, laminar vortices are
present in pairs (pairs of vortices whose axes are in the stream
wise direction, one rolling clockwise and another
counterclockwise with a plumelike flow in the center).

4 An unstable vortex region consisting of several cells that
were created from the growth of the individual vortices.
Downstream of this region, the cells start mixing with each
other in a random fashion and the flow develops slowly into a
two-dimensional, fully developed turbulent flow.

It has been predicted by Turner (1960) and observed by
Imura et al. (1978) in similar experiments with water that after
the breakup of these vortex cells, which is accompanied by a
sudden increase in the thermal boundary layer thickness, a
two-dimensional region much like the "fully developed tur
bulent free convection" regime appears. Unfortunately, in
this study, due to the length limitations of the test plate the
fully developed, two-dimensional turbulent flow regime was
not observed.

As noted earlier, for the mixed convective flow, a laminar
two-dimensional flow region was observed upstream from the
onset point of the vortex rolls. The length of this two-

dimensional region is decreased by either increasing the
temperature difference between the plate. and the free stream
or by decreasing the free-stream velocity (Le., increasing the
buoyancy force). The measured results in that region deviate
only very slightly from the Blasius solution because the
buoyancy parameter is very small (i.e., ~<0.005). The results
in that region agree with the· corresponding predictions of
laminar mixed convection of Ramachandran et al. (1983).
Flow visualization was used to detect and determine the first
onset point of the vortex rolls for different free-stream
velocities and plate temperatures. These streamwise locations
for the onset of vortex rolls under different conditions were
correlated in terms of critical Reynolds numbers Rexe ' and
critical Grashof numbers Grxc ' as shown in Fig. 2. It is noted
that the critical downstream location xc, where the onset of
vortex instability was observed, could be reproduced to within
1 cm in the experiment. The thermophysical properties used in
determing the critical Reynolds and Grashof numbers were
evaluated at the average film temperature, Tf = (Tw + T",,)/2.
A comparison with available analytical results and experi
mental data is including in Fig. 2. The present experimental
results for air can be correlated by the equation

Grxe/Re~c5 = 100 (1)

with some scattering (± 20 percent). The experimental results
of Hayashi et al. (1977) for air that were correlated by

Grxe/Re~c5 = 192 (2)

are also presented in the figure. The results of Wang (1982)
correlated well with equation (2). It should be noted that both
Wang (1982) and Hayashi et al. (1977) used heat flux
measurements as a means of establishing the transition (the
heat flux increased above the laminar flow domain at transi
tion). The authors, on the other hand, used velocity
measurements and flow visualization to establish that transi
tion. The latter method is more sensitive and thus the result in
equation (1) should be more accurate than those reported by
Wang (1982) and by Hayashi et al. (1977) in equation 2. The
experimental results of Gilpin et al. (1978) for water were cor
related by a similar relation with a constant that varied be
tween 46 and 110 when free-stream properties were used and
between 30 and 200 when the film properties were used in the
correlation.

The analytical prediction of vortex instability by Wu and
Cheng (1976) gives Grxe/Re~; = 292.5 for Pr = 0.7, whereas
that by Moutsoglou et al. (1981) gives GrxJRe~c5 = 0.447. As
mentioned earlier, Moutsoglou et al. (1981) indicated that the
results of Wu and Cheng (1976) are incorrect because they
neglected the buoyancy force, the driving force for the vortex
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Fig. 3 Spanwise distributions of the streamwise velocity component 
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Fig. 5 Spanwise distributions of the streamwise velocity component 
and the temperature (u„ = 34 cm/s, Tw-Toc= 30°C, x = 29.5 cm, y = 0.5 
cm) 

instability, in the mainflow, in addition to some numerical er
rors. It is, however, interesting to note that the results of Wu 
and Cheng (1976) are in better agreement with the 
measurements than the results of Moutsoglou et al. (1981). 

Flow visualizations revealed the starting point of vortex 
rolls and the growth of these vortices downstream from the 
starting point, as was shown in Fig. 1. Velocity and 
temperature measurements were also made to quantify the 
behavior of these vortices. From the spanwise measurements 
at various heights above the plate, it was found that both the 
streamwise velocity and the temperature exhibit some peaks 
and valleys that are repeated almost periodically in the span-
wise direction corresponding to the vortices that appeared in 
the flow. The behavior of the spanwise velocity and 
temperature variations at a given streamwise location x, for 
different y distances above the heated surface, are shown 
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Fig. 6 Spanwise distributions of the streamwise velocity component 
and the temperature (Tw - ! „ =10°C, x = 77.9 cm, y = 0.5 cm) 
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Fig. 7 Spanwise temperature distributions (x = 24.5 cm, y = 0.5 cm, 
u„ = 34 cm/s) 

respectively in Figs. 3 and 4. As can be seen from these figures, 
the differences in magnitude between the peaks and the valleys 
for the streamwise velocity and the temperature are higher 
close to the surface and that difference diminishes gradually as 
the free stream is approached. It is also interesting to note that 
the streamwise velocity inside the boundary layer (i.e., at 1/6 
the boundary layer thickness from the wall) can be almost 
equal to the free-stream velocity at the peak value as shown in 
Fig. 3. A similar statement can be made with reference to the 
temperature as shown in Fig. 4. It should also be noted that 
even for the highest wall temperature case (60 °C), the free 
stream was uniform and its turbulence intensity was less than 
0.2 percent. When the spanwise variation of the streamwise 
velocity develops a peak (highest value) the spanwise 
temperature variation develops a valley (lowest value), and 
vice versa, as illustrated in Fig. 5. In addition, the streamwise 
velocity component develops a valley (lowest value) at the 
location where the vertical velocity component is a maximum, 
i.e., at the plume part of the vortex. Also, as the strength of 
the vortex increases (i.e., a smaller um or a larger Tw — Ta>), 
the differences between the maximum and minimum of the 
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Fig. 8 Spanwise distributions of the streamwise velocity component at 
various axial locations (u„ = 34 cm/s, T„ - T„ = 30 °C, y = 0.5 cm) 

spanwise variation of the streamwise velocity and of the 
temperature increase as shown in Figs. 6 and 7. 

The average distance between two vortices (peaks or valleys) 
appears to be independent of the free-stream velocity and the 
plate temperature. This can be observed from Figs. 6 and 7. 
Although the spacing between the vortices remains relatively 
unaffected by the different free-stream velocities (Fig. 6), the 
amplitude of the vortices decreases as the free-stream velocity 
increases. This is due to the fact that as the free-stream veloc
ity increases, the boundary layer thickness and the buoyancy 
parameter decrease, thus developing a smaller vortex. Figure 7 
illustrates the effect of different levels of heating on the 
strength of the vortices. It is clear from this figure that vortices 
gain strength as the temperature difference between the plate 
and the free stream, (Tw — T„), is increased. Different levels 
of heating, however, did not change the spacing between the 
vortices noticeably, as long as they were in the stable vortex 
flow regime and the vortices did not start to meander. The 
spacing between the vortices also seems to be independent of 
the downstream coordinate as long as the measurements are 
confined to the stable transition regime (regime of stable vor
tices). This is clearly demonstrated in Fig. 8 for the streamwise 
locations of x= 20.3 cm and 29.5 cm. A similar study of vortex 
flow on a concave wall (Kamotani et al., 1985) provided 
similar results regarding the spacing between the vortices as 
not being a function of the free-stream velocity, plate 
temperature, and downstream location for the stable vortex 
flow regime. 

As the strength of the vortices intensifies (due to either a 
smaller free-stream velocity, a larger downstream distance, or 
a higher level of heating), they become unstable (moving 
sideways and swaying) and start to combine, causing the ap

pearance of a smaller number of larger vortices. This behavior 
indicates the start of a second transition regime from the 
stable three-dimensional vortex flow toward a two-
dimensional fully turbulent flow. Such a flow development 
can be observed from Fig. 8, which illustrates how the stable 
three-dimensional vortex flow will develop into a two-
dimensional fully turbulent flow as the distance increases 
downstream. The experimental apparatus, however, did not 
permit an in-depth exploration of the two-dimensional tur
bulent flow regime. 

Streamwise velocity and temperature distributions across 
the boundary layer were measured at various axial and span-
wise locations. These distributions at the various axial loca
tions for spanwise locations corresponding to the peak and the 
valley of a vortex are shown in Figs. 9 and 10 for the case with 
a free-stream velocity of u„ = 63 cm/s and a temperature dif
ference of (Tw — 7,

oo) = 30°C. These spanwise locations have 
already been identified as P and Kin Fig. 3 for a given vortex. 
The profiles at the middle section M (between the peak and the 
valley) of the vortex are not shown in these figures, in order 
better to illustrate the behaviors at the vortex peak and the 
valley. It is noted that the solid lines in Figs. 9 and 10 are for 
the pure forced convection case. At the smallest downstream 
location of x = 15.4 cm, the spanwise velocity and temperature 
distributions indicate the existence of a two-dimensional, 
laminar forced convection regime (i.e., no vortices). The axial 
velocity and temperature profiles at that station, x = 15.4 cm, 
compare very well with the predicted laminar, two-
dimensional, mixed convection results of Ramachandran et al. 
(1983) under small buoyancy forces. The results in this regime 
deviate only very slightly from the Blasius laminar boundary 
layer results. In the stable vortex flow regime, the velocity and 
temperature profiles at the middle section of the vortex always 
fall between those at the peak and valley sections and are 
generally close to the pure forced convection profiles. This is 
illustrated in Fig. 11 for the velocity distributions at x = 61 cm, 
with «00 = 34 cm/s and (Tw — T0O) = 9°C. In addition, before 
the vortices start to meander (e.g., x<60 cm for u„ = 63 cm/s 
and (Tw — T„) = 30°C, Fig. 9), the velocity distributions at the 
valley section of the vortex are below the predictions of 
laminar forced convection boundary layer flow and the 
reverse is true at the peak section of the vortex as shown in 
Figs. 9 and 11. The vortex flow brings low axial velocity fluid 
from the vicinity of the wall upward, where the vortex flow is 
upward, causing the streamwise velocity to decrease. Similar
ly, the vortex flow brings high axial velocity fluid from the 
free stream downward, where the vortex flow is downward, 
causing the streamwise velocity to increase. The valley section 
of the vortex corresponds to the center of the plume that is 
forming that vortex, and thus has higher temperature as 
shown in Fig. 10. 

The velocity and temperature distributions at both a vortex 
peak (z = 9.5 cm) and a vortex valley (z = 8 cm), similar to 
those shown in Figs. 9 and 10, were used to determine the 
velocity and the temperature gradients at the wall. These gra
dients were then used to estimate the local friction coefficient 
Cfx, and the local Nusselt number Nux, as defined in the 
nomenclature. It should be noted that the gradient of either 
the velocity or the temperature at the wall for the peak and 
most of the valley positions is always equal to or larger than 
the predicted laminar boundary layer value. This causes the 
Nusselt number and the friction coefficient in the vortex flow 
regime to always be equal to or larger than the laminar 
boundary layer value. The velocity and the temperature gra
dients, however, at a vortex peak (temperature valley) are 
always larger than those measured at a vortex valley 
(temperature peak). This is due to the lower vertical velocity 
components that exist at vortex peak (spanwise temperature 
valley) locations. The higher vertical velocity at vortex valley 
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temperature valley) locations. As mentioned earlier, the ex
perimental uncertainty in the measured Nusselt numbers is 
estimated to be between 8 and 10 percent, which results mainly 
from the uncertainty in determining the temperature gradient 
at the wall. Figure 12 shows the local Nusselt number results, 
which are compared with those for the laminar forced convec
tion and the fully turbulent forced convection (Kays and 
Crawford, 1980). The Nusselt number curves for mixed con
vection start to deviate from the laminar pure forced convec
tion line at a lower Reynolds number than the value of 
Rex = 105 which is normally considered as the critical transi
tion Reynolds number for forced convective flow. This devia
tion is due to the secondary vortex flow, which develops on the 
heated plate. The point at which this deviation starts cor
responds to the point where the secondary vortex flow 
develops on the heated plate, causing the heat transfer to 
increase. 

Figures 13 and 14 illustrate, respectively, the ratios of the 
measured local Nusselt number Nuy and the local friction fac-
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Fig. 14 Local friction factor ratio as a function of buoyancy parameter 
(notations are the same as in Fig. 13) 

tor Cjx to their respective pure forced convection values Nu0 

and Cf0 as functions of the buoyancy parameter £ = Gxx/ 
Re5/2. It is clear from these figures that deviations from the 
two-dimensional laminar forced convection values (for which 
Nu^/Nu,, = Cfx/Cfo = 1) occur at a very small value of the 
buoyancy parameter £, where a three-dimensional vortex flow 
regime starts to develop, which eventually becomes unstable as 
the value of £ becomes larger. The fact that the curves in Figs. 
13 and 14 do not collapse into a single curve indicates that the 
buoyancy parameter £ is not particularly suitable for cor
relating the results in the three-dimensional vortex flow 
regime. A comparison between Figs. 13 and 14 reveals that 
both the local Nusselt number and the local friction factor ex
perience similar effects (i.e., increase) when the vortex flow 
develops in the transition regime. 

Conclusions 

A criterion for the onset of vortex instability, the start of the 
transition from two-dimensional laminar flow to three-
dimensional vortex flow, in mixed convection air flow above 
an isothermally heated horizontal flat plate was established. 
The vortex flow regime starts with a stable laminar flow region 
where vortices develop and grow gradually, and ends with an 
unstable flow region where vortices mix together and collapse 
to form a two-dimensional turbulent flow regime. The vortex 
flow behavior in the stable flow regime was quantified by 
measurements of temperature and velocity distributions. The 
secondary vortex flow causes a rapid increase in both the 
Nusselt number and the friction factor. The span wise distribu
tions of the streamwise velocity and temperature at the peak 
and the valley of a vortex differ significantly from each other, 
and also differ from the pure forced convection solution. In 
the stable vortex flow regime, the distance between two vor
tices appears to be independent of the free-stream velocity, 
temperature difference, and downstream location, with both 
the velocity and the temperature exhibiting similar behavior in 

the span wise direction. The difference between the maximum 
and the minimum streamwise velocity at a given point in the 
vortex increases as the plate temperature increases or as the 
free-stream velocity decreases. The span wise temperature 
variation develops a peak (i.e., a maximum) when the stream-
wise velocity in the span wise direction develops a valley (i.e., a 
minimum). 
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Experimental Investigation of 
Laminar Mixed Convection in 
Tubes With Longitudinal Internal 
Fins 
Experiments were performed to study the pressure drop and heat transfer 
characteristics for laminar flow in a smooth tube and four tubes with internal 
longitudinal fins, with emphasis on showing how the experimental results relate to 
previous analytical predictions. Measured quantities include the fully developed fric
tion factor, local and fully developed Nusselt numbers. Good agreements were ob
tained between the friction factor results and previous analytical predictions, and 
between Nusselt number results for the smooth tube and previous experiments. Free 
convection is shown to have a strong influence on heat transfer in finned tubes and 
the results approach the forced-convection predictions as Rayleigh number 
decreases. Internal fins appear to retard the onset of significant free convective cur
rents; however, once initiated, a faster rate of heat transfer enhancement occurs 
compared to the smooth tube. An empirical correlation of fully developed Nusselt 
number is presented taking into account the influences of tube geometry. 

Introduction 

An interesting feature of the literature on laminar flow and 
heat transfer in internally finned tubes is that there has been 
very little (if any) correlation between experimental and 
analytical results. The purpose of this paper is to report that 
results of a detailed experiment on the laminar pressure drop 
and heat transfer characteristics of internally finned tubes, 
and more importantly, to relate these results to those reported 
in analytical studies. 

Previous experiments on the laminar side include the exten
sive one by Watkinson et al. (1975), where eighteen tubes with 
straight and spiral fins and two smooth tubes were tested using 
oil as the working fluid. The boundary condition of uniform 
wall temperature axially and circumferentially was imposed by 
condensing steam on the outer surface. Measurements of the 
overall friction factor and Nusselt number were made across 
2.44-m heated sections. These results provided useful informa
tion on the degree of enhancement by finned tubes over 
smooth tube conditions and the influence of tube geometry on 
performance. However, these results could not be compared 
with the available analytical studies for the following two 
reasons: (1) The experiments contain, unavoidably, effects of 
mixed free and forced convection, while all analytical studies 
assumed pure forced convection, and (2) the measured overall 
friction and Nusselt numbers correspond to developing and 
fully developed regions of the test sections, while most of the 
previous analytical studies were limited to the fully developed 
region. Similar experimental investigations where the overall 
performance of internally finned tubes was studied under 
laminar flow conditions were reported by Hilding and Coogan 
(1964), and Heeren and Wegscheider (1967). 

The first results of local Nusselt number in the developing 
region of internally finned tubes appear to be those reported 
by Marner and Bergles (1978). Limited data were presented 
for one electrically heated tube using water (4<Pr<7) and 
ethylene glycol (40<Pr<100) as test fluids. Based on their 
results, Marner and Bergles (1978) concluded that Prandtl 
number has a strong influence on heat transfer. They also 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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noted a large discrepancy between their experimental results,, 
and the analytical predictions of Nusselt number for fully 
developed flow with constant heat flux. However, the possible 
influence of free convection was not considered in this study 
and the values of Grashof number were not reported. 

In turbulent flow, the situation is different in terms of 
analytical-experimental correlation. Patankar et al. (1979) 
produced analytical predictions for fully developed forced 
convection in internally finned tubes, which were found to be 
in reasonable agreement with the experimental data. Keeping 
in mind that for turbulent flow the entrance lengths are very 
short and free convection does not have a strong influence on 
heat transfer, the agreement between data and analysis is not 
surprising. Unfortunately, the entrance and free convective ef
fects can be very significant for laminar flow and must be 
taken into consideration. 

The objective of this experiment is to generate data for the 
fully developed friction factor, as well as developing and fully 
developed Nusselt numbers for a group of internally finned 
tubes using the boundary condition of uniform heat input ax
ially. A strong emphasis is placed on the effects of geometry 
and free convection on the heat transfer results. Comparisons 
are made between different measured quantities and their 
respective analytical predictions whenever possible. 

Experimental 

Experimental Setup. A closed-loop test facility (shown 
schematically in Fig. 1) was designed and constructed using 
distilled water as the working fluid. Controllable amounts of 
water were circulated through the system by a centrifugal 
pump with a bypass line. Measurements of the bulk 
temperature were made upstream of the test section and in the 
mixing chamber downstream of the test section using copper-
constantan thermocouples. Five horizontal test sections were 
used, each consisting of a hydrodynamic entrance length and a 
heated length where predetermined amounts of a-c electric 
power were supplied. Following the test section, the water was 
cooled in one or two double-pipe, counterflow heat ex
changers using city water as a heat sink. The flow rate of the 
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Table 1 Detailed dimensions of test tubes 

Tube number 10 13 14 
Outside diameter D0, mm 
Inside diameter, £),, mm 
Fin height y, mm 
Number of fins M 
Relative fin height H 
Flow area Aj-, mm2 

Surface area As, mm2/mm 
Hydraulic diameter Dh, mm 

21.3 
15.9 
— 
— 
— 

198.6 
50.0 
15.9 

12.7 
10.3 
1.28 
10 

0.248 
73.6 
54.0 
5.45 

9.53 
8.0 
1.27 
16 

0.318 
40.6 
60.0 
2.71 

9.53 
7.04 
1.15 
10 

0.325 
29.9 
35.2 
3.39 

15.9 
13.9 
1.50 
10 

0.216 
137.0 
67.3 
8.15 
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Fig. 1 Schematic diagram of experimental setup 

test fluid was measured by two variable-area type flowmeters 
with overlapping ranges (0-18 cmVs and 0-70 cmVs) before 
returning to the accumulating tank. 

Test Section. Four copper tubes with internal longitudinal 
fins, supplied by the Forge-Fin Division of Noranda Metal In
dustries, and one smooth copper tube were used in this in
vestigation. Geometric details of these tubes are listed in Table 
1. The tube numbering suggested by the manufacturer is used 
for the finned tubes, while the smooth tube is called tube 1. 

The two major geometric parameters influencing the laminar 
performance of finned tubes are the number of fins M and the 
relative fin height H (Nandakumar and Masliyah, 1975; 
Soliman and Feingold, 1977). Tubes 9, 13, and 14 have the 
same M but different H, while tubes 10 and 13 have approx
imately the same H but different M. 

The test section for all finned tubes was 3.2 m long, of 
which the first 2.2 m constituted the hydrodynamic entry 
length. Pressure drop measurements were made by a pressure 
transducer with adjustable span across the remaining 1.0 — m 
length of the test section, of which 0.875 m constituted the 
heated section. For the smooth tube, the total length of the 
test section was 5.65 m with the first 3.4 m used for 
hydrodynamic development and the remaining 2.25 m for the 
heated section. 

Heating was supplied by insulated electric resistance wiring 
(0.81 - m m diameter and 2.08 ohm/m) wrapped tightly 
around the tube in two parallel lines to decrease the overall 
resistance. Input power was regulated by a power variac and 
measured by a digital wattmeter. The outside wall temperature 
in the heated section was measured at 23 axial stations with 
two (24 gage) copper-constantan thermocouples attached at 
the top and bottom of each station. A small axial distance of 
20 mm separated the wall thermocouples at the beginning of 
the heated section, increasing to 50 mm toward the end. All 
test sections were covered by a 50-mm layer of fiberglass in
sulation to minimize heat losses. The different measuring 
devices (flowmeters, wall and bulk thermocouples, wattmeter, 
and pressure transducer) were calibrated prior to the begin
ning of testing. 

Procedure and Data Reduction. For each tube, the testing 
began by isothermal pressure drop runs at increasing Reynolds 
numbers until the transition from laminar to turbulent flow 
occurred. These tests provided data for the fully developed 

Af = 
As = 

CP = 
Dh = 
D, = 
D0 = 

/ = 
G = 
g = 

Gr = 

H = 
k = 
L = 

M = 
Nu/rf = 

flow area 
inner surface area per unit 
length 
specific heat 
hydraulic diameter = AAf/As 

inside diameter of tube 
outside diameter of tube 
friction factor, equation (1) 
mass flux 
gravitational acceleration 
Grashof number, equation 
(5) 
relative fin height = 2y/Dj 
thermal conductivity 
distance between pressure 
taps 
number of fins 
fully developed Nusselt 
number 

Nu0 

Nuv 

Pr 

Qe 
Ra 

Rac 

Ra,„ 

Re 

Rec 

= fully developed Nusselt 
number for pure forced 
convection 

= local Nusselt number, equa
tion (6) 

= Prandtl number, equation 
(4) 

= input heat flux 
= Rayleigh number, equation 

(3) 
= critical Rayleigh number 
= Rayleigh number at mean 

bulk temperature 
= Reynolds number, equation 

(2) 
= critical Reynolds number 

Re„, 

T \ 

T 

X 

X+ 

y 
P 

Ap 
/* 
V 

P 

= Reynolds number at mean 
bulk temperature 

= bulk temperature at location 
X 

= inner wall temperature at 
location x 

= distance from beginning of 
heating 

= dimensionless distance, 
equation (7) 

= fin height 
= half-fin angle 
= pressure drop 
= viscosity 
= kinematic viscosity 
= density 
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Table 2 Ranges of operating conditions 

Tube Mass flux G, Input heat flux Critical Reynol 
number kg/m2»s qe, kW/m2 number Rec 

1 6.6-59.7 0.44-17.8 — 
9 17.8-57.7 1.77-24.7 1530 
10 32.2-80.7 2.27-13.6 1300 
13 43.8-56.1 2.58-12.9 600 
14 16.7-61.4 1.31-31.4 2130 

friction factor / and the critical Reynolds number for 
laminar-turbulent transition Rec. The friction factor and 
Reynolds number were calculated, respectively, from the 
following definitions using the inside diameter as the 
characteristic dimension: 

f=PDi(AP/L)/(2G2) (1) 

and 

Re = GD,/n (2) 

where p, D„ Ap, L, G, and /x are the density, inside diameter, 
pressure drop, distance between pressure taps, mass flux, and 
dynamic viscosity, respectively. 

Following the isothermal pressure drop tests, heat transfer 
tests were conducted. For each test section, three to six mass 
fluxes were selected within the laminar range thus providing a 
test range for Re. At each mass flux several test runs were con
ducted corresponding to different input powers to the heated 
section, thus providing a test range of Rayleigh number Ra for 
each Re. Rayleigh number is defined by 

Ra = Pr-Gr (3) 

where 

Pr = ncp/k (4) 

Gv = g^eDf/{p2k) (5) 

and g, /3, qe, cp, k, and v are the gravitational acceleration, 
coefficient of thermal expansion, input heat flux based on the 
inside diameter, specific heat, thermal conductivity, and 
kinematic viscosity, respectively. The ranges of operating con
ditions for the five test sections are listed in Table 2. For each 
test run, values of Re, Ra, and Pr changed along the heated 
section because of increasing bulk temperature. The mean 
values Rem, Ram, and PrTO listed in Table 2 were calculated for 
each test run from equations (2), (3), and (4), respectively, us
ing fluid properties corresponding to the mean bulk 
temperature. 

For each test run, operation continued until steady-state 
conditions were reached, at which time all readings of wall and 
bulk thermocouples, flowmeters, and wattmeter were record
ed. An overall heat balance was performed by comparing the 
electrical power input with the rate of heat gain by the test 
fluid. Only runs with a heat balance error within ±10 percent 
were accepted; in fact 90 percent of the recorded runs had heat 
balance errors within ±5 percent. For the acceptance runs, 
calculations were made of the local Nusselt number Nux at all 
axial stations where wall temperature measurement was made. 
Definitions of Nux and the dimensionless axial distance along 
the heated section X+ are given by 

N u ^ t f . / y W 7 ^ - 7 ^ ) 1 (6) 

and 

X+ =x/( JD,RePr) (7) 

where x, Tb , and Twi are the axial distance from the begin
ning of heating, local bulk temperature, and local inside wall 

Is Mean Reynolds Mean Rayleigh Mean Prandtl 
number Rem number Ram x 10 ~6 number Prm 

325-1600 1.88-74.8 3.4-6.0 
215-920 0.61-16.6 4.3-6.2 
360-940 0.47-4.3 3.4-4.8 
420-600 0.27-2.5 3.5-4.9 
280-1360 1.70-73.5 4.0-5.6 

T 1 — i — i — i — | 1 r 

2 3 

ID 10 

Re 

Fig. 2 Fully developed friction factors for tube 14 

temperature, respectively. The local bulk temperatures were 
calculated based on linear change between the measured inlet 
and outlet bulk temperatures. The local inside wall 
temperature at any station was calculated by first averaging 
the two measured outside wall temperatures (which were very 
close in value) and then assuming one-dimensional radial con
duction through the tube wall. 

An uncertainty analysis was performed (Holman, 1978) 
from which it was determined that the uncertainties for the 
major parameters calculated during data conversion are as 
follows: Friction factors are within ± 8 percent, Reynolds 
numbers are within ± 4 percent, and Rayleigh and Nusselt 
numbers are within ± 1 5 percent. Further details about the ex
perimental investigation were documented by Rustum (1984). 

Results and Discussion 

Fully Developed Friction Factor. A sample of our fully 
developed friction-factor results is shown in Fig. 2. These 
results for tube 14 show / decreasing with increasing Re in the 
laminar region until the critical Reynolds number Rec = 2130 
is reached where a sudden jump occurs in the value of/. This 
sudden jump is attributed to the laminar-turbulent transition. 
Within the laminar region, the friction factor results for each 
tube were found to conform closely to the relation /Re = C, 
where the constant C is dependent on tube geometry. This 
behavior is consistent with the predictions of previous 
analytical investigations. 

The analytical predictions of Nandakumar and Masliyah 
(1975) and Soliman and Feingold (1977) are shown in Fig. 2 
along with the experimental data. Nandakumar and Masliyah 
(1975) solved the momentum equation for fully developed 
laminar flow in tubes with straight internal fins using the finite 
element technique. The fins were chosen to be of triangular 
shape, each subtending an angle 2/3 at the tube centerline. For 
the range 0.1 <H<0.2, 6 < M < 2 4 , and 3 deg </3<12 deg, 
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so 

f - e x p e r i m e n t a l 

Fig. 3 Values of / compared with Nandakumar and Masliyah (1975) 

f - e x p e r i m e n t s I 

Fig. 4 Values of I compared with Soliman and Feingold (1977) 

they correlated their numerical results by the following 
equation: 

/Re = 16.287(ZVA,)08 -0.5077(D,-/A,)2 

- 0.049(D,/Dft)
2 [ 1 - exp ( 40TT/// (MH + 2TT) ) ] (8) 

Soliman and Feingold (1977) developed a series solution for 
the momentum equation during fully developed laminar flow 
in tubes with straight internal fins. They assumed a 
trapezoidal shape for the fins, each subtending an angle 2(3 at 
the tube centerline. The value of/Re was found to be a func
tion of M, H, and /3 and results were reported for a wide range 
of these geometric parameters. In the present comparisons, 
the results of Soliman and Feingold (1977) corresponding to 
/3 = 3 deg were used. Figure 2 shows excellent agreement be
tween the data of tube 14 and the predictions of these two 
analytical studies. 

Comparisons between the experimental values of / for all 
finned tubes and the analytical predictions of Nandakumar 
and Masliyah (1975) and Soliman and Feingold (1977) at the 
same Re are shown in Figs. 3 and 4, respectively. These figures 
show that the analytical predictions of Nandukumar and 
Masliyah (1975) are mostly - 2 0 to +10 percent off the ex
perimental values, while the predictions of Soliman and Fein
gold (1977) are - 3 0 to +10 percent off the experimental 
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Fig. 5 Influence of Rem on Nux for tubes 9 and 14 

values. Both comparisons are quite satisfactory, which 
enhances our confidence in the predictions as well as the pres
ent experimental results. 

Local Heat Transfer. Values of Nux at different axial 
locations X+ were calculated using definitions (6) and (7). The 
influence of Reynolds number on the local Nusselt number 
was explored first by comparing test runs with approximately 
the same Ra,„ but different Re,„. For all tubes, it was found 
that Re,„ has practically no influence on Nux throughout the 
heated section. A sample of these results is shown in Fig. 5. 

On the other hand, Rayleigh number was found to have a 
strong effect on the local heat transfer in all test sections as il
lustrated by Figs. 6-8. These results emphasize the influence 
of the free convective currents on the heat transfer 
characteristics of all test tubes. In Figs. 6-8, the results based 
on a recent numerical study by Rustum and Soliman (1988) for 
the case of pure forced convection are shown. Since these 
numerical results of the local Nusselt number Nu^ and the ful
ly developed Nusselt number Nu„ are both for the case of pure 
forced convection (i.e., Ra,„=0), these numerical values 
should serve as a lower bound for the present experimental 
results, which correspond to Ra„, > 0 . 

For a given value of Ra,„, Figs. 6-8 show that Nux decreases 
as X+ increases in the thermally developing region until the 
flow reaches the fully developed region, where Nusselt number 
remains approximately constant with X+. This behavior is 
particularly evident at low values of Ra,„. At very high values 
of Ra,„ there appears to be a slight gradual increase in Nux 

along the fully developed region, which is attributed to the 
change in fluid properties (particularly n) as a result of 
heating. In tube 14 for example, the run corresponding to 
Ra,„ = 0.735 x 10s had a change in the local Rayleigh number 
from 0.376 x 108 at the beginning of heating to 0.112x 109 at 
the end of heating, mainly due to the continuous decrease in fi 
along the heated section. In the analytical investigations of 
mixed convection inside ducts where a constant value of 
Nusselt number is normally predicted in the fully developed 
region, it was always assumed that all properties remained 
constant in the flow direction. 
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Fig. 6 Influence of Ram on Nu„ for tube 1 Fig. 8 Influence of Ram on Nux for tube 14 
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Fig. 7 Influence of Ram on Nux for tube 9 Fig. 9 Fully developed Nusselt numbers for tube 1 

Figures 6-8 also show that as Ra,„ decreases, the experimen
tal values of NuA. approach the analytical values for pure 
forced convection, thus indicating the success of the study by 
Rustum and Soliman (1988) in defining a lower bound for 
Ra,„ =0. For all test tubes, the influence of Ra,„ is much more 
pronounced in the fully developed region than in the develop
ing region. Another important feature of the results is the in
fluence of free convection on the length of the thermally 
developing region. It is clear from Figs. 6-8 that the entrance 
length for any test tube decreases as Ra,„ increases. With free 
convective currents superimposed on the main axial flow, the 
entrance lengths can be seen to be substantially smaller than 
the analytical predictions for pure forced convection. 

Fully Developed Nusselt Number. Values of Nu/d were 
obtained for all test runs by calculating the length-mean 
average of the Nux values in the fully developed region. This 
procedure was adopted in order to even out the influences of 
experimental scatter and property variations in the flow direc
tion. In most cases (see Figs. 6-8), the heated length between 
the seventh wall-temperature-measuring station and the end of 
heating was in the fully developed region. 

In order to enhance our confidence in the results, com
parison was made between our results for the smooth tube and 
those of previous experiments. Ede (1961) and Petukhov and 
Polyakov (1967) conducted experiments similar to the present 

one using water as the test fluid, uniform heating axially, and 
similar Re„, and Ra„, ranges. In the fully developed region, 
Ede (1961) correlated his results by 

Nu/d/Nu0 = l+0.0322 (Ram/Nu/rf)
0-3 (9) 

where Nu0=4.36 is the fully developed Nusselt number for 
pure forced convection. Later, Petukhov and Polyakov (1967) 
correlated their Nu/d results by 

Nu/d/Nu0 = [1 + (Ra,„/Rac)
4]0045 (10) 

where Rac = 0.18 x 105 is the critical Rayleigh number at which 
Nû y starts deviating from Nu0. Comparisons between the 
present experimental results and the predictions of equations 
(9) and (10) are shown in Fig. 9. For the present range of Ram, 
Fig. 9 shows that the predictions of equations (9) and (10) are 
quite close and the present experimental data fall mostly be
tween the two predictions. Accordingly, it is fair to conclude 
that the present data correlate well with previous experiments. 

Although correlations (9) and (10) appear to be different, 
they do have some common features. Both correlations 
predict free convection to be insignificant (i.e., Nu/d = Nu0) 
up to a certain Rayleigh number, after which Nu/d increases 
significantly with Ram. Examination of our data for finned 
tubes revealed that these characteristics remain valid except 
that the value of Ram at which free convection becomes 
significant and the rate of change of Nu/rf with Ra,„ vary from 
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Fig. 11 Effect of tube geometry on heat transfer enhancement 

Table 3 Coefficients Cj and C2 in equation (11) 

Tube 
number 

1 
9 
10 
13 
14 

H 

0.248 
0.318 
0.325 
0.216 

M 

10 
16 
10 
10 

Nu0 

4.36 
5.01 
4.90 
5.53 
4.80 

C , X l ( T 

0.80 
2.33 
3.45 
2.63 
1.98 

6 c2 

0.25 
0.50 
0.44 
0.63 
0.44 

one tube to the other depending on geometry. A simple cor
relation allowing for the effects of geometry can be written as 

Nu/d/Nu0 = l+(Ram/C1)C2 (11) 
where Cl and C2 are geometry-dependent coefficients. 

A standard computer program based on the least-squares 
method was used to obtain the values of Q and C2 that pro
vided the best fit between equation (11) and the experimental 
data of each tube. The resulting values of C, and C2 are listed 
in Table 3, along with values of Nu0 obtained for each tube 
based on the analysis of Rustum and Soliman (1988). Figure 
10 illustrates the success of equation (11) in correlating the 
data of finned tubes, which is reflected by the minimum scat
ter in the figure. It must be pointed out however that correla
tion (11) is empirical and thus, it is recommended only for 
geometric and operating ranges similar to those listed in 
Tables 1 and 2. 

An interesting feature of the results in Table 3 is that values 
of C, and C2 for all internally finned tubes exceeded their 
respective value for the smooth tube. This means that free 
convection begins to be significant for finned tubes at higher 
values of Ram than for the smooth tube but the rate of in
crease of Nu« with respect to Ram is higher for finned tubes creases, Nuw increases and the thermal entrance length 

The effects of geometry are further illustrated in Fig. 11 us
ing equation (11) with the appropriate values of C, and C2 
from Table 3. Since the free convective effects start early in 
the smooth tube, the value of (Nu^/Nu,,) is higher for the 
smooth tube than for all finned tubes up to RaOT of about 
5 x 106. Beyond this value of Rayleigh number a reversal of 
trend is apparent in Fig. 11. Keeping in mind that Nu0 for any 
finned tube is higher than Nu0 for the smooth tube, it can be 
concluded that internally finned tubes are capable of signifi
cant heat transfer enhancement over smooth tube conditions, 
particularly at high Rayleigh numbers. 

Concluding Remarks 

The main objective of this paper is to clarify the apparent 
discrepancy between analytical and experimental results of 
laminar pressure drop and heat transfer in internally finned 
tubes. This was done by generating experimental results of ful
ly developed friction factors, local and fully developed Nusselt 
numbers using four internally finned tubes and one smooth 
tube. The friction factor results are in excellent agreement 
with the analytical predictions. 

Two important features were illustrated by the heat transfer 
results; these are the strong influence of free convection and 
the dependence of the free-convective effect on tube geometry. 
For all tubes, the experimental results approach the analytical 
predictions for pure forced convection as Rayleigh number 
decreases. To our best knowledge, only limited analytical 
studies of mixed convection in horizontal internally finned 
tubes were reported (Mirza and Soliman, 1985) and further 
studies are needed. The present results indicate that as Ram in-

than for the smooth tube. Also, for the same M, we note that 
both C, and C2 increase as Hincreases. These trends are con
sistent with the results of recent analytical investigations by 
Prakash and Patankar (1981), who studied mixed convection 
in vertical tubes with internal radial fins, and by Mirza and 
Soliman (1985), who studied mixed convection in the 
simplified geometry of horizontal tubes with two vertically 
oriented internal fins. Comparing the results for tubes 10 and 
13 we find that at approximately the same H, C, increases and 
C2 decreases as Mincreases. Of course, these trends are based 
on the limited number of tube geometries tested here and fur
ther analytical and experimental investigations are necessary 
to fully determine the influence of internal finning on mixed 
convection inside horizontal tubes. 

decreases. 
The influence of tube geometry on Nu/rf was explored and it 

was concluded that for all finned tubes, the enhancement in 
Nu/rf due to free convection starts at higher values of Ram than 
for the smooth tube. However, once free convection becomes 
significant, the rate of increase of Nuyy with respect to Ram is 
higher for finned tubes than for smooth tubes. An empirical 
correlation of Nu/d was developed with geometry-dependent 
coefficients and shown to agree with the data with minimum 
scatter. This correlation is recommended only within 
geometric and operational ranges tested. Finally, it must be 
noted that since one test fluid (water) was used in the present 
experiment, no definite statements can be made on the possi
ble influences of Prandtl number. 
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Mixed Convection in Stagnation 
Flows Adjacent to Vertical 
Surfaces 
Laminar mixed convection in two-dimensional stagnation flows around heated sur
faces is analyzed for both cases of an arbitrary wall temperature and arbitrary sur
face heat flux variations. The two-dimensional Navier-Stokes equations and the 
energy equation governing the flow and thermal fields are reduced to a dimen-
sionless form by appropriate transformations and the resulting system of ordinary 
differential equations is solved in the buoyancy assisting and opposing regions. 
Numerical results are obtained for the special cases for which locally similar solu
tions exist as a function of the buoyancy parameter. Local wall shear stress and heat 
transfer rates as well as velocity and temperature distributions are presented. It is 
found that the local Nusselt number and wall shear stress increase as the value of the 
buoyancy parameter increases in the buoyancy assisting flow region. A reverse flow 
region develops in the buoyancy opposing flow region, and dual solutions are found 
to exist in that flow regime for a certain range of the buoyancy parameter. 

Introduction 

In pure forced convection, two-dimensional stagnation flow 
refers to the flow in the neighborhood of a stagnation line that 
results from a two-dimensional flow impinging on a surface at 
right angle and flowing thereafter symmetrically about the 
stagnation line. Mixed convection in stagnation flows becomes 
important when the buoyancy forces, due to the temperature 
difference between the wall and the free stream, become high 
and thereby modify the flow and the thermal fields significant
ly. In such flows, the flow and thermal fields are no longer 
symmetric with respect to the stagnation line. In addition, the 
local heat transfer rate and the local shear stress can be 
significantly enhanced or diminished in comparison to the 
pure forced convection case. 

The two-dimensional stagnation flow was first studied by 
Hiemenz (1911), who developed an exact solution to the 
governing Navier-Stokes equations. Exact similar solutions 
for the thermal field were later reported by Eckert (1942). His 
studies treated the momentum and energy equations as un
coupled and hence did not account for the buoyancy effects on 
the flow field. Also, no experimental work has been reported 
in this area. In the present investigation, a general analysis of 
mixed convection in stagnation flows is carried out for an ar
bitrary variation of the surface temperature or the surface heat 
flux condition. Numerical results are reported for cases where 
a global similarity solution and locally similar solutions exist. 

Analysis 

Consider a two-dimensional stagnation flow normal to a 
heated surface, as shown in Fig. 1. The flow in the 
neighborhood of the stagnation line has the same 
characteristics irrespective of the shape of the body. This flow 
is often referred to as the Hiemenz flow. The flow is sym
metric about the y-z plane and the flow field away from the 
heated surface can be expressed by (see Schlichting, 1979) 

T=T„ 

and 
«„ = ax; vx=- ay; 

p=p0-pa2x2/2 

(1) 

(2) 

1 Presently at USRA, NASA/MSFC, Huntsville, AL 35806. 
Contributed by the Heat Transfer Division for publication in the JOURNAI OF 
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1987. Keywords: Mixed Convection. 

where p0 is the stagnation pressure, p is the pressure in the 
flow field, and the constant a in equations (1) and (2) is direct
ly proportional to the free-stream velocity far from the body 
(£/„) and inversely proportional to a characteristic length of 
the body. Thus O=KU00/L, where the constant of propor
tionality K depends on the exact shape of the body. In the for
mulation of the problem, the surface is assumed to be either at 
a temperature Tw(x) or be subjected to a heat flux q„(x), both 
of which are arbitrary functions of x. The governing two-
dimensional Navier-Stokes equations and the energy equa
tion, written in conventional notations, are 

(3) Ux + Vy = 0 

uux + vuy = px + v(uxx + u„)±g0(T- T„) (4) 

1 
uvx + vvy= py + v(vxx + vyy) (5) 

uTx + vTy = a(Txx+Tyy) (6) 

with the boundary conditions 

u = v = 0; T=Tw(x) or -k{dT/dy)y=0=qvl(x) aty = 0 

u~um; v-v«,; T^Taasy~oo (7) 

In writing equation (4) the Boussinesq approximation is used 
to account for the density variation in the temperature 
stratified flow field. Also, the last term on the right-hand side 

9 H 

Fig. 1 The flow geometry 
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of equation (4) represents the influence of the thermal buoyan
cy force on the flow field, with the plus and minus signs per
taining, respectively, to the buoyancy assisting and the 
buoyancy opposing flow regions. Figure 1 illustrates such a 
flow field for a vertical, heated surface with the upper half of 
the flow field being assisted and the lower half of the flow 
field being opposed by the buoyancy force. The reverse trend 
will occur if the plate is cooled below the ambient 
temperature. The reported results are thus true for both the 
heated and cooled surface conditions when the appropriate 
(assisting and opposing) flow regions are selected. 

Following the analysis given by Schlichting (1979), equa
tions (4) and (5) can be transformed to yield a single ordinary 
differential equation 

7? =y(uJvXyA =y{a/v)'A; £ = £(*) (11) 

where 

" / ' ' ' +ff ' -f'2 = - a2 *g0(T- Ta)/x 

u = xf'{y)anAv= -f(y) 

(8) 

(9) 

and the pressure gradient is given as 

(Po ~P)/P = a2x2/2 +v2/2- vvy =Fg0(T- Ta)x (10) 

It should be noted that the assumption v= -fiy), which is 
valid for the forced convection case (Hiemenz flow), is as
sumed to be also valid for mixed convection flow, which is 
considered in this study. This assumption is required for 
developing the proposed locally similar solutions, but its 
validity and accuracy need experimental or other type of 
verification. It is also to be noted that the minus and plus signs 
in equation (8) and (10) now correspond to the buoyancy 
assisting and opposing regions, respectively. Further 
simplification of the governing equations and the boundary 
conditions can be achieved by introducing into equations 
(6)-(8) different transformation variables appropriate for the 
two surface heating conditions mentioned earlier. These 
transformations are the same as those presented by Sparrow et 
al. (1959) in their numerical investigation of mixed convection 
in boundary layer flows and utilized later by Gunness and 
Gebhart (1965) and Merkin (1969) to examine laminar mixed 
convection adjacent to heated surfaces. It should be pointed 
out, however, that these transformations are applied in this 
study to the Navier-Stokes equations rather than to the 
boundary layer equations as was done in the previous studies. 

Case 1: Arbitrary Surface Temperature, Tw(x). 
case the following transformation variables are used: 

For this 

and 

Fiji, ij) =/(v)(w)- *; fl(f, ij) = (T- TX)/(TW - Tn) (12) 

The transformed momentum and energy equations are 

F''' + FF'' - (F'f = - 1 -F [gftTw - TJ/(a2x)]6 (13) 

d' '/Pr + Fd' = [x(dTJdx)F'd 

-ae(d2TJdx2)/a]/(Tw-Ta>) (14) 

where the prime stands for differentiation with respect to i). It 
is evident from equation (14) that separation of variables is 
possible and hence locally similar solutions exist only if 

d2Tw/dx2=0 (15) 

which for a power law variation implies 

r „ - T „ = 6 x " : « = 0 o r l (16) 

where b is a constant. An examination of equations (13) and 
(14) reveals that the buoyancy parameter, £,=gfi{Tvl-Ta,) 
/(a2x), is inversely proportional to x for the case of n = 0 and is 
equal to a constant gfib/a2 for the case of n = 1. In particular, 
for the case of n = l and b = a2/gP, that constant becomes 
equal to unity and that case will be referred to as the self-
similar case for linear variation of wall temperature. It should 
be pointed out, however, that since the constant b and the con
stant a are independent of each other, the condition of 
b = a2/g& is only one of the numerous possible linear 
temperature boundary conditions that could be imposed on 
the wall, i.e., it is a subset of the general case of n= 1 where 
£ = gfib/a2 and for the self-similar case £ = 1. The momentum 
and energy equations (13) and (14) and boundary conditions 
along with the restriction of equation (16) can be written as 

/ ? " ' + F F " - ( F ' ) 2 = - 1 = F £ 0 (17) 

6"/Pi+F6'-nF'e = 0 

*W,0) = F ' t t , 0 ) = 0; 0(£,O)=l 

F'(f, oo)=l; fl(f,Go) = 0 

where the buoyancy parameter £ can be expressed as 

(18) 

(19) 

N o m e n c l a t u r e 

a, b = 
?fx 

fly) 
F(i, r,) 

Gr, = 

Gr* = 

n = 

h = 

k = 
Nu, = 

constants 
local friction factor 
function of y, equation (9) 
transformation variable, 
equation (12) 
gravitational acceleration 
local Grashof number = 
gMTv-T^/r2 

modified local Grashof 
number = g^qwx*/kv2 

constant exponent, equa
tions (16) and (28) 
local heat transfer 
coefficient 
thermal conductivity 
local Nusselt 
number = hx/k 

p 
Po 
Pr 

Q 
Re, 

T 
u, v 

x,y 

a 

P 

i) 

<j>, * 

= pressure 
= stagnation pressure 
= Prandtl number 
= local heat flux 
= local Reynolds 

number = u<xx/v 
- fluid temperature 
= streamwise and normal 

velocity components 
= streamwise and normal 

coordinates 
= thermal diffusivity 
= coefficient of volumetric 

thermal expansion 
= transformation variable, 

equation (11) 
= dimensionless temperature 

K = 

V = 

« = 

f = 

P = 

Subscripts 
w = 
X = 

y = 

00 = 

proportionality constant 
kinematic viscosity 
buoyancy parameter (Case 
1), Gr,/ReJ, equation (20) 
buoyancy parameter (Case 
2), Gr;/ReJ /2 , equation 
(32) 
density 

condition at the wall 
differentiation with 
respect to x 
differentiation with 
respect to y 
condition away from the 
surface 
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£ = Grx/Re? (20) 

with 

Gvx = g&(T„-Tm)xi/v2, Rex = u„x/v (21) 

where um = ax as in equation (1). The minus and plus signs in 
equation (17) pertain to the buoyancy assisting and opposing 
regions, respectively. The physical quantities of interest are 
the friction factor (i.e., the local wall shear stress) and the 
local Nusselt number (i.e., the heat transfer rate). They are 
given by 

C / x R e ; / ' = 2 F " « , 0) (22) 

and 

Nu,Reje"
!* = - f l ' « 1 0 ) (23) 

Case 2: Arbitrary Surface Heat Flux, qw(x). For this case 
the same -q and F{^*, t]) transformation variables, as given by 
equation (11), are used. However, the dimensionless 
temperature is now selected as 

*(€*, 17) = (T- T^u^x/v)*/(qwx/k) (24) 

The transformed momentum and energy equations become 
equivalent to 

F-'+FF"- (F'f = - 1 =F [(g(5qw/a2k)/Re'A ] 4> (25) 

4>"rPT + F<$>' = [x{.dqw/dx)F'4>-a<i>(d2qw/dx2)/a}/q„ (26) 

Again, as in Case 1, the separation of variables in equation 
(26) is possible (i.e., locally similar solutions exist) only if 

d2qw/dx2=0 (27) 

which for a power law variation implies 

qN = cxn; n = 0 o r l (28) 

where c is a constant. The momentum and energy equations 
(25) and (26) and the corresponding boundary conditions 
along with the restriction of equation (28) can be written as 

F'"+FF"-(F')2=-\^$*4> (29) 

<j>"/-Px + F4>'-nF'(j> = 0 (30) 

J F ( r , 0 ) = F ' ( r , 0 ) = 0; « ' ($• , 0 ) = - l 

/:"({*, « 0 = i ; « « * , « ) = o (3i) 
where £ * is the buoyancy parameter for this case and is given 
by 

£* = Gr*/Re2/2 (32) 

with 

Gr* = gf}qwx*/kv1 and Rex = u^x/v (33) 

Equations (25)-(32) reveal that the buoyancy parameter, 
i;* = (gfiqw/a2k)/Rex

/', is inversely proportional to x when 
n = 0 and is independent of x and equal to %* = c[(g2P2v) 
/ask2] Vl when n= 1. In particular, when c= [aik2/{g2^2v)\ 'A 

along with n = 1, the buoyancy parameter becomes equal to 
unity (i.e., £* = 1), and this case will be referred to as the self-
similar case for the linear wall heat flux. Similar to the earlier 
discussion for case 1, this condition is only one of the many 
different linear wall heat flux cases that could be imposed and 
for that reason it will be treated as a subset of the general case 
of n = 1 with £ * = 1. As mentioned earlier, the minus and plus 
signs in equation (29) pertain to the buoyancy assisting and 
opposing regions, respectively. The quantities of interest are 
the local wall shear stress and the local heat transfer rate. They 
are given by 

C f r R e J * = 2 F " ( f , 0 ) (34) 

and 

NuxRe- , / j = l / 0 ( r , 0) (35) 

Numerical solutions to the set of equations (17)—(19) for the 
specified wall temperature case and to the set of equations 
(29)-(31) for the specified wall heat flux case were obtained 
for both the n = 0 case (uniform wall temperature and uniform 
wall heat flux) and the n = 1 case (linear variation of the wall 
temperature or the surface heat flux with the streamwise coor
dinate x), for both the buoyancy assisting and opposing flow 
regions. 

Results and Discussion 

The sets of nonlinear ordinary differential equations and 
the boundary conditions, equations (17)-(19) and (29)-(31), 
were solved by the fourth-order Runge-Kutta integration 
scheme along with the Nachtsheim-Swigert shooting tech
nique for the following cases: Case 1, specified wall 
temperature, and Case 2, specified wall heat flux. Initial 
values for F " ( £ , 0), #'(£, 0) for case 1 and F" (£* , 0), 
</>(£*, 0) for Case 2 were guessed so that integration of the 
governing equations yielded solutions that satisfied the 
boundary conditions asymptotically. The Prandtl number 
used in all the computations of the locally similar solutions 
was 0.7 (air). 

It should be pointed out that all of the results that are 
presented in this study are valid only in the small region 
around the stagnation line, and are not applicable outside that 
region. Thus an increase in the buoyancy parameter should be 
interpreted as being due mainly to increase in the temperature 
difference between the wall and the ambient and/or due to an 
increase in the wall heat flux, rather than being caused by an 
increase in the axial distance. Another important point is the 
fact that this study is limited to only laminar flow conditions 
and assumes that laminar flow exists throughout the range of 
the buoyancy parameter presented. The criterion for transi
tion from laminar to turbulent flow needs to be established 
from experimental observations, which are not available at 
this time, and these observations will then establish the range 
of applicability of the results that are presented here. For this 
reason, the present results should be used, in the absence of 
experimental data, with caution in estimating the local wall 
shear stress and the local heat transfer rate for this geometry 
and flow conditions. 

The self-similar cases that were discussed earlier for n = 1 
with b = a2/g(} for linear wall temperature and for 
c= [aik2/(g202v)] Vl for linear wall heat flux were examined 
for both buoyancy assisting and buoyancy opposing flows in 
the Prandtl number range 0 .7<Pr< 100. Results for the local 
friction factor and the local Nusselt number, F' '(0), ~0'(O) 
for Case 1 and F " ( 0 ) , 1/0(0) for Case 2, respectively, are 
given in Table 1 and Table 2. As the Prandtl number increases, 
the thermal boundary layer thickness decreases, resulting in 
higher values of the local Nusselt number. The reverse trend is 
seen for the local friction factor, which decreases as the 
Prandtl number increases. The aforementioned trends are 
observed for both the buoyancy assisting and opposing situa
tions with the latter case having lower Nusselt numbers and 
friction factors than the former case. In Table 2, results for 
Pr = 0.7 for the buoyancy opposing flow case are not listed 
because the self-similar solution does not exist for this par
ticular case when £* = 1. In fact, self-similar buoyancy oppos
ing solutions do not exist for Pr = 0.7 when £*>0.975, as will 
be discussed later. 

The local wall shear stress and the local heat transfer results 
for the specified wall temperature case, Case 1, are presented 
in Figs. 2 and 3, respectively, for both the buoyancy assisting 
and buoyancy opposing flow regions. These figures include 
results for both the « = 0 and the n = 1 cases. For the buoyancy 
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Table 1 Local friction factors and Nusselt numbers for the 
self-similar cases of linear variation of wall temperature 

Buoyancy assisting flow Buoyancy opposing flow 

Pr F"(0) no) F"(0) 9'(0) 
0.7 
7 
20 
40 
60 
80 
100 

1.7063 
1.5179 
1.4485 
1.4101 
1.3903 
1.3774 
1.3680 

0.7641 
1.7224 
2.4576 
3.1011 
3.5514 
3.9095 
4.2116 

0.6917 
0.9235 
1.0031 
1.0459 
1.0677 
1.0817 
1.0918 

0.6332 
1.5403 
2.2683 
2.9054 
3.3527 
3.7089 
4.0097 

Table 2 Local friction factors and Nusselt numbers for the 
self-similar cases of linear variation of surface heat flux 

Buoyancy assisting flow Buoyancy opposing flow 
Pr F"(0) 1/0(0) F"(0) 1/0(0) 
0.7 
7 
20 
40 
60 
80 
100 

1.8339 
1.4037 
1.3237 
1.2919 
1.2785 
1.2708 
1.2658 

0.7776 
1.6912 
2.4074 
3.0402 
3.4850 
3.8395 
4.1391 

— 
1.0408 
1.1359 
1.1710 
1.1853 
1.1934 
1.1987 

— 
1.5839 
2.3279 
2.9755 
3.4277 
3.7871 
4.0901 

assisting region, computations were carried out from £ = 0 (no 
buoyancy effect) to £ = 10. As the buoyancy parameter in
creases, both the wall shear stress and the local heat transfer 
rate increase, this increase being substantial in comparison to 
the no-buoyancy effect (forced convection) value. This is 
similar to other mixed convection results and it is due to the in
creased velocity caused by the assisting buoyancy forces. The 
wall shear stress for the n = 0 case is slightly larger than the 
corresponding value for the n = 1 case at the same value of the 
buoyancy parameter and the reverse trend is true for the local 
Nusselt number. This is in agreement with other laminar con-
vective heat transfer studies. 

For the buoyancy opposing flow region, as the buoyancy 
parameter increases, the adverse pressure gradient increases, 
which causes the flow to separate and eventually to reverse. 
Since the exact Navier-Stokes equations are solved, this flow 
reversal can be numerically simulated and can be seen in the 
velocity distributions that are discussed and presented later in 
this section. The opposing buoyancy force decreases the 
velocity near the wall and causes the local wall shear stress and 
the local heat transfer rate to decrease with increasing value of 
the buoyancy parameter. In the buoyancy opposing flow 
region, solutions do not exist beyond some critical value of the 
buoyancy parameter (solutions exist for ^ < 1.884 with « = 0 
and for £ < 2.203 with n - 1), and dual solutions exist for some 
range of the buoyancy parameters (dual solutions exist when 
1.67<£< 1.884 for « = 0 and when 1.9<£<2.203 for n=\). 
As the buoyancy parameter increases, the wall shear stress 
decreases and becomes equal to zero at £ = 1.71 for n = 0 and 
at £ = 1.96 for n=\. The boundary layer separates at that 
point, and for larger buoyancy parameters, the opposing 
buoyancy force causes the flow to reverse and the wall shear 
stress to become negative. Thus, a critical buoyancy parameter 
is reached, as mentioned above, where c/0'(£, 0)/e?£ ap
proaches minus infinity and beyond which solutions do not ex
ist. A decrease in the buoyancy parameter from that critical 
value develops a dual solution, which continues until the wall 
shear stress in that reverse flow region reaches a minimum 
value. 

The existence of dual solutions in mixed convection 
boundary layer flow was pointed out by Hoog et al. (1984) and 
also by Afzal et al. (1984). Such conditions for two-
dimensional stagnation flow has not been reported in the 
literature. As discussed by Afzal et al. (1984), it seems plausi
ble that depending on the manner in which the temperature 
field is imposed, one or the other dual solutions could be ap-

£ 3 

• T w " b x 
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Region ^-^^-•"' 

^ • ^ Opposed flow 

\-,. Region 

-}-' 

^^^^--' 

^ ^ ^ • - " 

-

n - O 

n - 1 

1 3 4 5 6 

<T - Gr / R Q Z 

x x 

Fig. 2 Local wall shear stress results, Case 1 

7 8 9 10 

8 9 10 

Fig. 3 Local Nusselt number results, Case 1 

proached after different adjustment phases, causing the solu
tion in the neighborhood of the separation region to be dual. 

The local wall shear stress and the local heat transfer results 
for the specified wall heat flux case, Case 2, are presented in 
Figs. 4 and 5, respectively, for the buoyancy assisting and the 
buoyancy opposing regions, for both « = 0 and n = \. The 
behavior and the trends for Case 2 are similar to those that 
were discussed earlier for Case 1. In the buoyancy opposing 
flow region, solutions do not exist beyond some critical value 
of the buoyancy parameter (solutions exist for £* <0.61 when 
« = 0 and for £*<0.975 when n = 1), and dual solutions exist 
for some range of the buoyancy parameter (dual solutions ex
ist when 0.25<£*<0.61 for « = 0 and when 0.3<£*<0.975 
for n = 1). For this case, the wall shear stress becomes equal to 
zero at the critical buoyancy parameter of £* =0.61 for n = 0 
and at £* =0.975 for n = l. This behavior is different from 
that observed for Case 1, where solutions exist for larger 
buoyancy parameters than the one identifying the zero wall 
shear stress or the start of the reverse flow region. In the 
present case, Case 2, the reverse flow region occurs only in the 
dual solution domain. The solution is again terminated when 
the wall shear stress in the reversed flow region reaches a 
minimum value. 

A comparison of the results reveals that for both the n = 0 
(uniform wall temperature or uniform wall heat flux) and 
« = 1 (linear wall temperature or linear wall heat flux) cases, 
the local Nusselt numbers are higher in Case 2 (specified wall 
heat flux) than in Case 1 (specified wall temperature) in the 
buoyancy assisted region. The reverse trend is true in the 
buoyancy opposed region. These trends are similar to those 
observed in boundary layer flow calculations of mixed convec
tion where the uniform surface heat flux yields higher heat 
transfer rates than the uniform surface temperature case in the 
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Fig. 6 Velocity and temperature distributions in the buoyancy 
assisting region, Case 1, n = 0 
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Fig. 5 Local Nusselt number results, Case 2 Fig. 7 Velocity and temperature distributions in the buoyancy oppos
ing region, Case 1, n = 0 

buoyancy assisting region. A reverse trend is observed in the 
buoyancy opposing flow region. 

Representative velocity and temperature profiles for the 
buoyancy assisting region of Case 1 with n = 0 are shown in 
Fig. 6. Significant velocity overshoot beyond the free-stream 
value is observed at higher values of the buoyancy parameter. 
Augmented wall shear stress and local heat transfer rate are 
evident from the increased velocity and temperature gradients 
at the wall as the value of the buoyancy parameter is in
creased. The velocity and temperature distributions for the 
buoyancy opposing region for Case 1 with n = 0 are presented 
in Fig. 7. It can be seen from that figure that the velocity and 
the temperature gradients at the wall decrease as the buoyancy 
parameter increases, causing a decrease in the wall shear stress 
and in the surface heat transfer rate. Also, flow separation 
(characterized by zero wall shear stress) occurs when £=1.71. 
Further increase in the value of the buoyancy parameter 
causes the flow to reverse until £ = 1.884 when d0'(£, 0)/c?£ 
approaches minus infinity. A sample of the dual solutions is 
also shown in Fig. 7 for £ = 1.71. 

Conclusion 

The Navier-Stokes and the energy equations (not the 
boundary layer equations) are solved for the two-dimensional, 
buoyancy-affected, stagnation flow that develops adjacent to 
a vertical heated surface. Locally similar solutions are found 
to exist for the boundary condition of uniform wall 
temperature or uniform surface heat flux (n = 0) and also for 
the boundary condition where the wall temperature or the wall 
heat flux varies linearly with the stream wise coordinate (n = 1). 
Results are presented for both the buoyancy assisting and the 
buoyancy opposing flow regions. Similar to other mixed con

vection studies, the local wall shear stress and the local wall 
heat flux increase with increasing buoyancy parameter in the 
buoyancy assisting flow regime, and the reverse trend is true 
for the buoyancy opposing flow regime. A reversed flow 
region is predicted in the buoyancy opposing flow regime, in 
addition to a dual solution for some range of the buoyancy 
parameter. Solutions do not exist for buoyancy parameters 
that are larger than a specified critical value in the buoyancy 
opposing flow regime. 
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Non-Darcian Convection in 
Cylindrical Packed Beds 
Non-Darcian transport describes the nonuniform flow and thermal anomalies often 
found inflow through packed beds. These effects include the high-flow-rate inertial 
pressure loss, near-wall porosity variation, solid-boundary shear, and thermal 
dispersion. Inclusion of these effects significantly alters the velocity and temperature 
profiles from those predicted by models using uniform or Darcian flow. In this 
paper, the non-Darcian formulation is used to predict the heat transfer rates for 
cylindrical packed beds such as chemical reactors. Traditional analyses of chemical 
reactors assume slug flow and must include a temperature-slip boundary condition 
to predict the measured temperature profiles. The present analysis predicts similar 
temperature variations by allowing the velocity and diffusivity to vary across the 
bed. The results agree with experimental data for chemical reactors and do not de
pend on the extensive experimental relations needed in conventional reactor models. 

Introduction 

This paper examines momentum and thermal transport in 
chemical reactors with inert packing. Many experimental and 
theoretical results, such as those of Wakao and Kaguei (1982), 
Froment and Bischaff (1979), Li and Finlayson (1977), and 
Schlunder (1978), predict heat transfer rates for these non-
reacting systems. However, most of these reactor studies 
assume slug flow and uniform conductivity throughout the 
bed. Consequently, the analyses rely on empirical 
temperature-slip heat transfer coefficients to incorporate the 
steep temperature gradient observed near the walls. These 
slug-flow analyses are based solely on empirical relations and 
generally are limited to fully developed flow in specific reactor 
sizes. With proper experimental data, they agree quite well 
with measurements. However, when the results are applied to 
reacting beds, the temperature-slip predictions often do not 
agree with experimental data. 

This work reconsiders the chemical reactor problem for in
ert beds; however, the analysis is based on the volume-
averaged governing equations that include the non-Darcian ef
fects as discussed in Vafai and Tien (1981) and Tien and Hunt 
(1987). These effects describe the nonuniform flow 
phenomena observed at large Reynolds numbers or through 
bounded porous media. The governing non-Darcian momen
tum equation equates the pressure gradient across the bed to a 
sum of the Darcian resistance caused by viscous drag along the 
solid particles, the high-flow-rate inertial pressure loss, and 
the viscous resistance from the solid boundary. The inclusion 
of the last term requires that the velocity be zero at the bound
ing surface. Due to the variation in packing next to the solid 
surface, the porosity in the momentum equation varies as 
shown in the measurements by Benenati and Brosilow (1962) 
and by Roblee et al. (1958). Chandrasekhara and Vortmeyer 
(1979), Vafai (1984), and Vortmeyer and Schuster (1983) 
analyzed this porosity variation and demonstrated how it 
results in flow channeling close to the solid surface. The pres
ent work predicts similar velocity profiles; however, the ther
mal analysis differs by including transport due to thermal 
dispersion. The dispersive flux is caused by mixing as the fluid 
moves around the solid particles. Unlike traditional chemical 
reactor studies, the porosity, velocity, and effective diffusivity 
vary with distance from the wall. 

Using the non-Darcian analysis with the wall-temperature 
boundary condition, as opposed to the traditional 
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temperature-slip condition, the governing equations are 
numerically integrated. The resulting velocity and temperature 
profiles are shown to agree with existing data from chemical 
reactor studies. This analysis predicts the fully developed 
temperature-slip and local-bulk-temperature heat transfer 
coefficients, and determines the entrance lengths required for 
the flow to become fully developed. These results demonstrate 
the applicability of the non-Darcian analysis and the physical 
phenomena controlling transport in chemical reactors. 

Analytical Formulation 

Flow parameters in porous media, such as velocity and 
temperature, are often determined by averaging the local 
quantities over some representative area (Slattery, 1978; 
Whitaker, 1969). For one-dimensional creeping flows, the 
velocity is determined by averaging over the total cross-
sectional area of the flow. However, for high flow velocities, 
the velocity profile is often quite irregular and local velocity 
measurements fluctuate from the average value, as indicated 
by the measurements of Lerou and Froment (1977) and Vort
meyer and Schuster (1983). Furthermore, if the flow occurs 
adjacent to a solid surface, the local near-wall velocity is much 
higher than that found in the far field. To account for these 
variations, the velocity is averaged within a small local volume 
instead of over the cross-sectional area. Slattery (1978) and 
Whitaker (1969) showed that this local averaging incorporates 
both global flow variations and local intrapore transport. For 
a cylindrical geometry, a toroid represents the averaging 
volume so that the velocity is constant along any circumferen
tial element. To insure that the average quantity is mean
ingful, the overall geometry, such as the tube diameter, must 
be significantly larger than the length corresponding to the 
particle or pore size. Furthermore, the averaging volume must 
be small enough to minimize any gradients within the volume. 

The steady volume-averaged continuity and momentum 
equations for forced convection in a porous medium, from the 
work of Vafai and Tien (1981) and Vafai (1984), are 

V«<u>=0 

P 

A < U ' V U > : V<P>-
K 

<u>-kCI<u>l<u> 

± — V2<u> 
e 

(1) 

(2) 

where < > represents a volume-averaged quantity, u and P are 
the local velocity and pressure, p and n are the fluid density 
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Fig. 1 Velocity and temperature profiles in a cylindrical tube resulting 
from the inclusion of various non-Darcian effects 

and viscosity, e is the porosity, and K and C are the 
permeability and inertial coefficient, parameters dependent on 
porosity and particle diameter. The momentum equation con
tains terms similar to those found in the Navier-Stokes equa
tions, along with the flow resistance terms inherent to porous 
media studies. The first two terms on the right-hand side 
represent, respectively, the pressure drop and the viscous drag 
caused by the porous medium (Slattery, 1977; Whitaker, 
1969). If these two terms are isolated from the other terms, the 
equation would reduce to Darcy's law yielding the uniform 
velocity approximation often used in chemical reactor studies. 
The third term is the Ergun term, which accounts for high-
flow-rate inertial pressure losses (Ergun, 1952). The fourth 
term on the right side of the equation, the boundary effect, ac
counts for the shear stress along the solid boundaries and is 
significant in the near-wall region (Vafai and Tien, 1981). The 
term on the left-hand side is the convective term and usually is 
neglected except in the entrance region of the flow (Vafai and 
Tien, 1981). The Darcian and inertial terms contain the em
pirical coefficients K and C, which are given by the relations 
developed by Ergun (1952) for flow in a packed bed 

K-

C = 

150(1 -e)2 

1.75(1-6) 

d? 

(3) 

(4) 

Both of these quantities depend on the porosity of the bed. 
The porosity in a packed bed varies with distance from the 
wall, from a maximum of one at the solid boundary decreas
ing to the free-stream value e„ after a few particle diameters 
(Benenati and Brosilow, 1962; Roblee et al., 1958). Since the 
porosity varies, the coefficients K and C also vary with 
distance from the wall. 

The inclusion of the variable porosity and the no-slip 
boundary condition dramatically alters the Darcian velocity 
profile. Figure 1 depicts the Darcian profile along with the 
velocity profile due to the viscous, wall-shear force and the 
nonhomogeneous effect. The boundary profile demonstrates 
that with the inclusion of the viscous shear force, the no-slip 
boundary condition is satisfied. The nonhomogeneous effect 
with the no-slip boundary condition causes the velocity profile 
to peak near the solid surface, resulting in the channeling 
profile. 

The volume-averaged, steady energy equation for porous 
media is (Tien and Hunt, 1987; Carbonell and Whitaker, 
1984) 

Pc„<u>.v<r> = v.(/tev<r» (5) 
where p and cp are the fluid density and heat capacity, and ke 

is the effective conductivity composed of a sum of the stag
nant and dispersion conductivities, ke = k0 + kd. The stagnant 
conductivity k0 is a function of porosity and the conductivities 
of the fluid and solid, and thus accounts for the molecular 
conduction between the phases. Its bulk value is determined 
from various empirical models, such as presented in Froment 
and Bischaff (1979) and Wakao and Kaguei (1982). However, 
the local stagnant conductivity also varies with distance from 
the wall. At the solid boundaries the porosity is one, and con
duction occurs only through the fluid phase. Farther from the 
wall as the porosity decreases, the stagnant conductivity in
creases to the bulk value. This type of homogeneous conduc
tivity model assumes a small, local temperature difference be
tween the fluid and solid phases. 

a, b --

C --
CP = 

D, --
d --
f ~-

G = 
h --
K --
k --

K -
L e ~-

I --
Nil, = 

Nus = 

P = 
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variation 
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= specific heat at constant 

pressure 
= tube diameter 
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= coefficient in momentum 

equation = K„ /d1 

= mass flow rate 
= heat transfer coefficient 
= permeability 
= thermal conductivity 
= uniform radial conductivity 
= entrance length 
= mixing length 
= bulk temperature Nusselt 

number = hbD,/kf 

= temperature-slip Nusselt 
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= pressure 
= Peclet number = uDd/aj 

Pr 
R 

R, 

r 
Re 
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Re„ 

T 
U 

ua 

u 
uD 

X 

X 

a, 

= Prandtl number = v/a.f 
= dimensionless length = r/d 
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= radial direction 
= Reynolds number = uDd/v 
= inertial Reynolds 

number = uDK„, C„ / v 
= average Reynolds 
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= temperature 
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velocity 

= streamwise velocity 
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length = x/(dPe) 
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= thermal diffusivity = kj/pcp 
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The effective conductivity also includes thermal transport 
due to dispersion. Dispersion results from the mixing of local 
fluid streams as the fluid follows tortuous paths around the 
solid particles. If a temperature gradient exists across the solid 
particles, the mixing of the fluid streams yields a net transport 
of heat. Therefore the process is assumed to be macroscopical-
ly diffusive and dependent on the temperature gradient. Since 
the fluid mixes within a length scale /, with an average velocity 
u, the dispersion conductivity is assumed to follow the rela
tionship (Carbonell and Whitaker, 1984; Tien and Hunt, 
1987) 

kd = p cpuly (6) 

where 7 is a constant dependent on the type of porous 
medium. Its value is determined from experimental studies as 
outlined in Wakao and Kaguei (1982) and Wen and Fan 
(1975). 

Shown in Fig. 1, along with the velocity profiles, are the 
corresponding temperature profiles resulting from the inclu
sion of the various non-Darcian terms. The first temperature 
profile for Darcian or slug flow varies almost linearly near the 
wall. The temperature profile that results when the no-slip 
boundary condition is included appears similar to the Darcian 
profile. However, the temperature gradient at the wall is ac
tually smaller than for the Darcian flow due to the decreased 
momentum transport near the solid boundary. For variable 
porosity, the momentum transport near the wall is large, in
creasing the temperature gradient and yielding a higher heat 
transfer rate. If dispersion is included with the variable porosi
ty, the temperature gradient at the wall remains quite severe, 
but in the bulk region dispersion mixes the fluid resulting in a 
more uniform temperature variation across the tube. 

Problem Description and Formulation 

The problem investigated in this paper involves the con
figuration and flow conditions similar to those found in 
chemical reactor studies. A fluid of constant temperature 
enters a cylindrical reactor filled with a porous medium. The 
reactor walls are either heated or cooled to a constant 
temperature different from the inlet conditions. The purpose 
of this study and other chemical reactor studies is to determine 
the heat transfer rate between the walls and the fluid-solid 
system and the local temperature within the reactor. The 
results from these nonreacting studies are used to estimate the 
cooling rate needed for catalytic packed-bed reactors. 

In contrast to the approach used in the present analysis, 
most chemical reactor studies assume a constant velocity as 
determined from the flow rate and reactor size. The resulting 
two-dimensional energy equation neglecting axial conduction, 
as given by Froment and Bischaff (1979), Li and Finlayson 
(1977), and Wakao and Kaguei (1982), is 

dT kr 3 / dT dT kr 3 / dT\ (7) 

where r is the direction perpendicular to the flow, x is along 
the flow direction, G is the flow rate within the reactor, and kr 

is an effective radial conductivity. This radial conductivity kr 

is different from the effective conductivity ke discussed in the 
previous section; its value is assumed to be constant 
throughout the reactor and represents a sum of the bulk stag
nant conductivity and the dispersion conductivity based on the 
average flow velocity. 

With the appropriate boundary conditions, equaton (7) is 
readily integrable. Using a constant-wall-temperature bound
ary condition 

T=T„ at r = D,/2 (8) 

the resulting temperature profile varies almost linearly near 

the wall, as shown in the Darcian temperature profile in Fig. 1. 
However, measured temperature profiles in chemical reactors 
indicate a very steep temperature gradient near the wall with a 
relatively mild gradient in the central region as demonstrated 
in the experiments of Kunii et al. (1968), Lerou and Froment 
(1977), Plautz and Johnstone (1955), and Yagi and Wakao 
(1959). In order to retain the slug-flow assumption, chemical 
reactor analyses have replaced the constant-wall-temperature 
boundary condition with a temperature-slip heat transfer coef
ficient boundary condition 

dT 
••hs{Tw-T,) (9) 

where the t location represents a position just within the reac
tor tube wall, and hs is the temperature-jump heat transfer 
coefficient. The quantities hs and kr are determined from 
measured profiles within the reactor and the bulk 
temperatures at the bed exit. Using this jump boundary condi
tion and the experimental values of kr and hs, the solution to 
the slug flow equation (7) corresponds with measured profiles 
as shown in Plautz and Johnstone (1955) and Yagi and Wakao 
(1959). This type of analysis requires extensive experimental 
investigations and is valid only after certain entrance lengths 
(Li and Finlayson, 1977; Wakao and Kaguei, 1982). 

The present investigation re-examines the chemical reactor 
problem; however, the analysis is based on the volume-
averaged non-Darcian approach. The analysis assumes a 
porosity variation and utilizes empirical models for the effec
tive conductivity. However, the analysis does not use the 
temperature-slip boundary condition, but instead allows the 
velocity and conductivity to vary. 

The governing equations (1), (2), and (5) are nondimen-
sionalized by introducing the following variables: 

fi ax uD d 

Re = Re, . / = (10) 

Pe = PrRe, X= 
dPe 

0 = 
<,T)-(TW) 

< r , > - < r ) V > 

where 00 represents the bulk porous medium value and ; is the 
inlet flow condition. The parameter /relates the permeability 
to the particle size, and is determined from the porosity using 
equation (3). The momentum and energy equations are 

K C„ 
0 = 1 IP+ — -

e R dR \ dR J (11) 

U-
de 

~d~X~ 

1 d 

~R~~dR 

/ ke 39 \ 

with the boundary conditions 

0 = 1 at X=0 

9 = 0 at R=R„ 
30 

~~dR~ 
= 0 at R = 0 

and total flow constraint 

Jo 
URdR = l/2Rj Ua 

(12) 

(13) 

(14) 

(15) 

The average velocity Ua in the reactor is determined by rear
ranging the Ergun relation (Ergun, 1952) 

t/D = [ - l + ( l+4Re c ) 1 / 2 ] / (2Re c ) (16) 

and the average Reynolds number Rea is defined as 
Ren = Ret/0. Since the inertial forces decrease the velocity 
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Fig. 2 Porosity as a function of radial position within a packed cylin
drical bed 

variation. In the near-wall region the velocity and the mixing 
length vary affecting the dispersion relation. The present 
analysis recognizes that adjacent to the solid surface transport 
is due only to molecular conduction, and in the bulk region the 
transport is determined by the established semi-empirical rela
tions. Therefore in the dispersion relation, the velocity in
creases from zero as determined by the momentum equation 
and the mixing length increases from zero to a value of d one 
diameter from the surface. Thus the effective conductivity as a 
function of radial position R equals 

(R) 
kd 

kf 

+ 

+ -

k. 

ka 

kf 

- H 

l(R) 

[l+a'exp(-bR)] (18) 

where b has the value used in the porosity variation, and a' is 
chosen so that ke/kf equals one at the wall as the velocity U 
approaches zero. The variation of the mixing length is then 

KR) 
= R,-R, for R,-R<1 (19) 

from the Darcian value, the average velocity is always less 
than the Darcian velocity and hence Ua is always less than one. 

From Vafai and Tien (1981), the hydraulic entrance region 
is important only for downstream distances smaller than 
K„uD/v, and therefore the convective term is neglected in the 
present analysis. However, the inertial or Ergun force is pres
ent throughout the flow and is important whenever Rec is 
greater than one. Since the Peclet number is greater than one, 
axial conduction is also not included. 

Before the momentum and energy equations are solved, an 
appropriate variation must be chosen to represent the porosity 
close to the wall. To determine the variation, the 
measurements of Benenati and Brosilow (1962) are con
sidered. Figure 2 shows the data from two different-sized reac
tors filled with perfectly spherical particles. The data 
demonstrate that the porosity is one at the wall and decreases 
to a minimum at the first half diameter. The porosity con
tinues to oscillate around the free-stream value for approx
imately five particle diameters. 

The porosity variation is often approximated by a simple ex
ponential as used in the studies by Chandresekhara and Vort-
meyer (1979), Vafai (1984), and Vortmeyer and Schuster 
(1983) 

£ = e „ [ l + a exp(~6#) ] (17) 

where the value of a is chosen so that the porosity at the wall is 
one, and b is chosen to approximate the porosity decay. Figure 
2 also shows the variation for different values of b. In calcula
tions by these researchers the value of b is chosen to be about 2 
or 3, averaging the peak and the valley. However, a value of b 
of about 6 more closely reflects the near wall variation. The 
figure also includes a decaying-cosine porosity profile, which 
incorporates the oscillations after one particle diameter. 

The stagnant conductivity k0 varies with distance from the 
wall, from the fluid conductivity to the bulk stagnant conduc
tivity. Thus it depends on the choice of parameters in the 
porosity variation, equation (17), and on the value of bulk 
stagnant conductivity. The dynamic or dispersion conductivity 
kd incorporates the additional thermal transport due to the 
radial mixing between the solid particles. This quantity is pro
portional to a product of the mixing length, local velocity and 
a constant y. From numerous experimental packed-bed 
studies, the dispersion relation has been verified for both heat 
and mass transfer using a particle diameter for the mixing 
length and a value of y equal to 0.1 (Wen and Fan, 1975). 
However, these studies do not examine the region of porosity 

Results 

To determine the velocity and temperature profiles, the 
momentum and energy equations are integrated numerically 
using a finite difference scheme. Two different grid sizes are 
used in the calculations, with a finer grid used near the wall to 
account for the steep velocity and temperature gradients. The 
momentum equation is a nonlinear ordinary differential equa
tion with variable coefficients due to the variation in porosity. 
The numerical formulation, based on central differences, 
linearizes the inertial term, and iterates the calculations until 
the solution converges. The formulation of the energy equa
tion uses a marching scheme based on upwind differences in 
the flow direction and an implicit-central-difference scheme 
for the radial direction. Since the conductivity varies with 
radial direction, the model calculates the interface conductivi
ty by using the harmonic-mean conductivity as opposed to an 
arithmetic average (Patankar, 1980). The numerical method is 
verified by calculating the slug flow solution, and by varying 
the grid spacing. The downstream temperature profiles are 
also checked to ensure that the temperature profile reaches a 
fully developed state. For most calculations approximately 
300 points are used in the main flow and another 300 points 
near the wall. 

Using the three porosity profiles shown in Fig. 2, the 
momentum equation is integrated for the flow conditions cor
responding to the experiment of Price (1968). Price measured 
the outlet velocity for air flow in a packed bed of highly 
spherical particles by placing a honeycomb mesh over the exit 
plane. He then used a pitot tube to measure the average veloci
ty in each of the flow compartments. Without this flow parti
tioning, the viscous shear forces along the exit wall slow the 
fluid, diffusing the high-velocity region into the center and 
reducing the peak (Chandrasekhara and Vortmeyer, 1979). 
Experiments by Schwartz and Smith (1953) and Schertz and 
Bischoff (1969) made without the honeycomb arrangement 
show a broad, short, inwardly skewed peak. However, Price's 
measurements (1968) indicate a narrow sharp peak near the 
wall as shown in Fig. 3. Also shown are the calculated profiles 
for each of the different porosity variations. The profile cor
responding to b = 2 lies well below the velocity in the center of 
the bed, and contains a peak that is much too broad. The 
other two profiles lie closer to the mainstream velocity, and if 
averaged over similar ring elements, fall quite close to the 
average experimental profile by Price. The oscillating profile 
presents a large dip located approximately one half particle 
diameter from the wall due to the dip in the porosity variation. 
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This is not demonstrated in the measured profile due to the 
relatively large size of the honeycomb spacing. 

The velocity profiles indicate the importance of the region 
within the first half-particle. The approximate variation 
should account for the rapid porosity change with either a 
sharp exponential decrease, 6 = 6, or with a decaying cosine. 
The oscillating profile is probably the correct porosity varia
tion for highly spherical packings; however, if the spheres are 
slightly irregular, the packing becomes tighter and the 
oscillatory nature of the porosity variation is not apparent 
(Benenati and Brosilow, 1962; Roblee et al., 1958). A steep ex
ponential, such as b = 8, is a good approximation for packings 
of irregular or variable sized particles. 

To demonstrate the adequacy of the thermal model, the 
momentum and energy equations are integrated for the flow 
conditions corresponding to the experimental measurements 
in air by Plautz and Johnstone (1955). Figure 4 compares 
calculated temperature profiles with the measured quantities 

at various downstream locations. The numerical calculations 
use the measured inlet temperatures given by the authors in
stead of a uniform inlet condition. Since the particles are not 
perfectly spherical, the analysis also assumes an exponential 
variation in porosity from one at the wall to 0.38 in the center, 
with the exponential parameter b = 6. The figure demonstrates 
both the large temperature gradient near the wall, which in a 
typical reactor analysis would be incorporated through an ex
perimental heat transfer coefficient, and the relatively mild 
temperature variation in the bulk of the flow. 

To verify the steep temperature gradient near the wall, 
numerical computations are used to predict the temperature-
slip heat transfer coefficient. Using the fully developed bulk 
and centerline temperatures as suggested by the analysis of Li 
and Finlayson (1977), it is possible to compute the 
temperature-slip heat transfer coefficient. Li and Finlayson 
correlated the data of Yagi and Wakao (1959) and Kunii et al. 
(1968) for air flow through spherical particles with average 
Reynolds numbers between 20 and 7000 and reactor sizes, 
D,/d, from 3 to 20. Figure 5 compares the slip Nusselt 
number, N\is = hsd/kf, versus the average Reynolds number 
for the Li and Finlayson correlation, the data from Yagi and 
Wakao, and the predicted results from the numerical calcula
tions. The data from Kunii et al. are not included since the 
reactor diameters are only a few times larger than the particle 
size, and probably are not valid for volume-averaging 
analysis. The calculations are based on three different ratios 
of stagnant to fluid conductivity, k0/kj. For low flow rates, 
the numerical calculations vary slightly with the highest 
Nusselt numbers corresponding to the largest conductivity 
ratio. However, at high flow rates the effect of the solid con
ductivity is minimal, and the heat transfer from the wall ap
pears independent of solid phase conductivity. This is due to 
the large mixing or dispersion, which overwhelms any 
molecular transport. The data by Yagi and Wakao are for a 
number of different materials, as shown in the figure. Their 
data fall together with no distinction between conductivity 
materials over the entire range of Reynolds numbers. 
However, the scatter of the measurements appears to be ap
proximately equal in magnitude to the difference between the 
calculated results for various conductivities. 

The Nusselt number can also be defined using the bulk 
temperature and the following definition of the heat transfer 
coefficient: 
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hb(Tb-Tw) = (ke-?p) I 
\ or / Iw 

(20) 

Using this local heat transfer coefficient, and noting that the 
effective conductivity at the wall is equal to the fluid conduc
tivity, the bulk-temperature Nusselt number is defined as 

Nm 
kr 

2R, deh 

e* dR 
(21) 

Figure 6 shows the variation in this Nusselt number for two 
different flow rates, and for different ratios of solid to fluid 
conductivity. For the higher flow rate, the entrance region is 
longer and the relative variation in Nusselt number for the 
conductivity ratios is not as significant as for the lower flow 
rate. The approximate entrance length Le can be determined 
by the following relation: 
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Fig. 6 Bulk-temperature Nusselt numbers for different conductivity 
ratios; £„ = 0.40, Rt = 10 

which is obtained by balancing the average convective and 
conductive transport. At some distance downstream, x/d, the 
flow is fully developed if Le is greater than 0.2. This result is 
similar to that given in Li and Finlayson (1977). 

The asymptotic, bulk heat transfer coefficients, like those 
shown in Fig. 6, can be compared to the fully developed one-
dimensional heat transfer coefficient defined by Li and 
Finlayson. This one-dimensional analysis equates the gradient 
in the fully developed bulk temperature to the temperature dif
ference between the wall and the local bulk temperature 

dTh 4 
(23) 

Figure 7 compares this one-dimensional correlation with the 
calculated bulk-temperature Nusselt numbers, Nu6 = hbDt/kf, 
for various stagnant conductivity ratios. Again as in Fig. 6, as 
the Reynolds number increases, the variation between the 
results for varying conductivity ratios decreases due to the 
large dispersion effect. 

Similar results are obtained for packed beds of cylindrical 
particles as also shown in Fig. 7. The difference between the 
packed spheres and cylinders is the lower bulk porosity and 
the larger near-wall porosity gradient for the packed cylinders 
(Roblee et al., 1958). The porosity is assumed to vary from 
one to a value of 0.3 with an exponential coefficient b = 8. Us
ing these assumptions for the porosity, the numerical calcula
tions for fully developed bulk Nusselt numbers correspond to 
the correlation for packed cylinders by Li and Finlayson. 

Conclusion 

This analysis demonstrates the importance of the non-
Darcian effects in modeling high-Reynolds-number flows in 
chemical reactors. Traditional inert-packed-bed analyses have 
relied on temperature-slip boundary conditions to predict ex
perimental data. The temperature-slip coefficients are then 
used to estimate the heat transfer in reacting beds with limited 
success. The present results show that with the incorporation 
of the non-Darcian terms, a theoretical model can be 
established that predicts experimental heat transfer 
measurements without relying on temperature-slip boundary 
conditions. This non-Darcian analysis successfully models in
ert reactors and can be extended for use in reacting beds and 
other geometric configurations. 

1000 

100 

10 

LI S FINLAYSON 
" i — r q -,10000 

1000 

100 

Fig. 7 Fully developed bulk-temperature Nusselt numbers for packed 
spheres: fi( = 10, e„ = 0.40; and packed cylinders: i „ = 0.30 
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Heat Transfer in a Countercurrent, 
Gas-Solid, Packed Column 
A theoretical model has been used, in conjunction with pressure drop and solid 
holdup data, to predict correctly the thermal efficiency of a countercurrent, 
gas-solid, packed heat exchanger. In the model, the ideal efficiency is multiplied by 
a ratio of particles in contact with the gas to the total amount of particles in the 
packed section. The Ergun equation is used to obtain both an effective packing 
porosity and the number of particles in contact with the gas. The results show that 
the model correctly gives the efficiency versus gas velocity curve for different pack
ing heights and solids mass fluxes. The calculated and experimental velocities for 
which exchanger efficiency is a maximum are also in agreement. 

Introduction 

Packed columns are used in several unit operations where a 
liquid phase and a gas phase flow countercurrently. Gas ab
sorption, humidification operations, and distillation are 
probably the best known applications. The packing is almost 
always introduced into the column in a random way and helps 
to increase the transfer contact area without prohibitively in
creasing pressure drop (Treybal, 1968). 

In general, a plug-flow velocity profile is assumed valid in 
modeling the transport phenomena of these processes; 
however, when the column-to-packing diameter ratio is small, 
the velocity near the column walls can be sufficiently high, due 
to the increased void fraction in this region, that it modifies 
the reactor performance considerably (Fahien and Stankovic, 
1979). In the literature, considerable experimental work has 
been published on the different flow regimes, pressure drops, 
residence time distributions, and holdup in these reactors (Sat-
terfield, 1975). 

Countercurrent gas-solid operations have been studied 
much less than their gas-liquid counterparts; Zenz and 
Othmer (1960) have reviewed the early results obtained ex
perimentally with this operation. Recent interest on new coal 
gasification processes has changed this since pulverized coal 
transport usually involves countercurrent gas-solid flow. 
Arastoopour and Gidaspow (1979) solved four different sets 
of hydrodynamic equations numerically in order to predict 
solid particle flow reversal. As gas velocity is increased, the 
particle flow becomes unstable, pressure drop begins to in
crease, and a flooding regime, similar to the one encountered 
in gas-liquid flow, is observed. 

A packed column in countercurrent gas-solid flow has been 
used as a heat exchanger by Large et al. (1981); the 
hydrodynamics and the heat transfer were both studied ex
perimentally. These authors observed that, as the gas velocity 
is increased, the solid particles in the packed zone shift from a 
homogeneous, full contact regime to a radially segregated type 
of flow where the particles trickle down the reactor near the 
tube walls while the gas flows upward mainly near the tube 
center. Heat transfer data by these authors show that, as the 
gas velocity is increased, the exchanger efficiency passes 
through a maximum value and decreases thereafter. The ex
changer performance is also closely linked to the initial solid 
distributor (Large et al., 1983). Saatdjian and Large (1985) ex
plained this behavior by formulating a model where holdup 
and pressure drop measurements were used to determine the 
fraction of solids in the packed section that are in contact with 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
30, 1986. Keywords: Heat Exchangers, Modeling and Scaling, Packed and 
Fluidized Beds. 

the gas phase; their first results were in good agreement with 
experimental data. The Ergun equation (1952) was used to 
determine both an effective porosity and this fraction. 

Here, this last model is again used to compare model predic
tions to experimental results in this column. The influence of 
packing height, solid mass flux, and gas velocity are studied in 
more detail. As will be seen below, the model is a useful tool in 
scaling up this operation. 

Theoretical Analysis 

The analysis used here has been previously published (Saat
djian and Large, 1985) and will only be reviewed briefly. Heat 
balances for the gas and solid phases in the packed column are 

dT, 6h 
{Ts~Te) (1) 

\„eA, 

dx dsPsCpsvs 

cPT, dTe e- + Pl,vgeARCpe^-
dx1 

hWsARAsdx 

*v<V„ 
(Te-TS)=Q (2) 

Ps"s' p 

In these equations, the x direction is considered positive from 
the bottom of the packed section upward; the heat transfer to 
the packing from external means or by conduction and the 
heat losses from the column have been neglected. Furthermore 
radiation transfer has also been neglected because the 
temperatures used in this study are below 600 K. 

Defining the heat exchanger efficiency as 

, _ Ts(x = 0)-Ts(x = l) 
V Tt(x = 0)-Ts(x = l) 

the analytical solution can be easily obtained if the axial con
duction term in (2) is neglected. This hypothesis is valid 
because the flow Peclet number is above 10,000. 

, C t ( l - e - c 2 ' ) 
f = — ^ _-r,i l f C \ ^ 1 

V = 
l+C, 

if C, = 1 

(4) 

(5) 

where 

C,= PgvseCPt 

w c c,=-
6h 

dsPsvsCps ^C 

PsvsdsC„; 

(<H)' 
6h 

However, in writing and solving these equations, we assumed 
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that all the particles in the packed section are in contact with 
the gas. In Saatdjian and Large (1985), we suggested that r;' 
should be multiplied by a ratio of the number of particles in 
the packed section in contact with the gas to the total number 
of particles in the packed section. In mathematical form, this 
ratio can be written as 

V = V 
, ( l - O 

(6) 

where /3 is the experimentally measured holdup. Below, a 
method for determining (1 -es) is presented. 

The experimentally measured pressure drop per unit pack
ing length can be decomposed into two terms: a first contribu
tion due to the packing and a second due to the solid flux 

(^\ = (^\ 
\ X / total \ X J o \ X / s 

(7) 

From measurements with no solid flow the first term can be 
deduced. This pressure drop depends on the way the packing is 
introduced into the column. Applying the Ergun equation 

"2 r 150(1 -eeffU ^eff 

1 V / 

PgVg 

ap(AP/x)c 
1.75 + -

Re„ 
(8) 

an effective porosity eeff can be deduced. 
Finally, the fraction of solids in contact with the gas (1 - e,) 

is obtained by re-applying the Ergun equation to the pressure 
drop due to the solids 

1-6, 
Pg(Vg/ee/f) 

ds(U>/x)s ['• 75 + 
150(1-6,)-

Rec 
(9) 

Experimental Procedure 

In order to compare the theory presented above to the 
available experimental data on the performance of a counter-
current packed bed heat exchanger, a series of experiments on 
a small 0.114 m i.d. column (Fig. 1) was undertaken. After 
filling the column with Pall-15 rings, introduced one by one in 
a random way, the pressure drop in the packed section was 
measured for gas velocities between 0 and 4 m/s and no solid 
flux. The air velocity was measured with both a calibrated 
diaphragm and a pitot tube. The pressure drop in the packed 
region was measured with inclined manometers. 

Afterward, for a fixed solid flux, the pressure drop and 
holdup were measured as a function of gas velocity for dif
ferent packing heights. The final runs consisted of measuring 
the holdup as a function of the solid flux for zero gas velocity. 
The pressure drop per unit packing length is plotted versus gas 
velocity for different solid fluxes (Fig. 3) and the solid holdup 
as a function of Ws, the solid mass flux, is given in Fig. 4. 

The heat transfer data we obtained on the 0.32 m i.d. col-

Fig. 1 View of the column used for hydrodynamic measurements: (1) 
guillotine valves; (2) ventilator; (3) solid input regulation valve; (4) stop 
valve; (5) solid elevator; (6) solid exit regulation valve 

umn (Fig. 2). In this setup, the air is preheated to about 600 K 
before entering the column. The pressure drops are again 
measured with inclined manometers; thermocouples were used 
to record temperatures. The only parameter necessary for our 
analysis that cannot be measured in this column is the solid 
holdup. 

The solid phase consisted of sand particles of 205 ^m mean 
diameter. The metallic Pall-15 rings are thin, open cylinders 15 
mm long and with a diameter at the base of also 15 mm. The 
ceramic rings are 25 mm long. A sketch of these rings can be 
found in Treybal (1968). 

At low gas velocities, the experimental data are accurate and 
easily reproduced. For identical conditions, the solid holdup 

N o m e n c l a t u r e 

= specific packing length, 
m 

AR 

As 

C C 

ds, dp 

h 

I 

Res> Re
P 

= reactor cross-sectional 
area, m2 

= surface area of a solid 
particle, m2 

= solids and gas heat 
capacity, J/kg/K 

= solid particle and pack 
ing diameters, m 

= gas-solid heat transfer 
coefficient, W/m2 /K 

= length of packed zone, 

= Reynolds numbers for 

T T = 
1 g> 1 s 

vg = 

Vs = 

yP = 

ws = 
x -

AP/x = 

the particles and the 
packing 
gas and solid 
temperatures, K 
gas velocity, m/s 
solid trickle velocity, 
m/s 
volume of one particle, 
m3 

solid mass flux, kg/m2 /s 
vertical coordinate, m 
pressure drop per unit 
length, kg/m2 /s2 

volumetric fraction oc

cupied by the solid par
ticles in the packed zone 

e = porosity in packed zone 
eefj- = effective porosity in the 

packed zone 
', r) = ideal and real thermal 

efficiencies of the heat 
exchanger 

\g = gas thermal conductivi
ty, W/m/K 

fig = gas viscosity, kg/m/s 
, ps = gas and solid densities, 

kg/m3 

4> = column diameter, m 
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AP A mm H,0 

I 

Fig. 2 View of column for heat-exchanger efficiency measurements: (1) 
solid distributor; (2) vent; (3) sand cooler; (4) packing; (5) solid elevator; 
(6) fluidized gas distributor; (7) hot gas 

can vary by no more than 5 percent. At higher velocities, when 
a segregated regime is fully established, pressure fluctuations 
are observed. It must be noted that the holdup was measured 
by opening the guillotine valves after the system had been shut 
down and collecting the particles trapped in the packed region. 
On several occasions, the static holdup, i.e., the sand particles 
trapped inside the rings, was measured. This implied taking 
out all of the rings from the column and re-inserting them for 
the next run. Since they are inserted randomly, the fact that 
they are not in the exact same location can influence the results 
somewhat. A 15 percent overall accuracy estimate is not 
unrealistic. 

Results and Discussion 
The experimental results for heat transfer in this heat ex

changer are given in Tibourtine (1981) and were obtained in 
the 0.32 m i.d. column filled with either metallic Pall-15 or 
ceramic Pall-25 rings. The experimental efficiency as a func
tion of gas velocity for the Pall-25 rings is plotted in Figs. 5 
and 6. In the first figure, the influence of packing height is ex
amined, while in the second, the variation with solid flux is 
shown. All the results show that there is a gas velocity for 
which the heat exchanger efficiency is a maximum. 
Qualitatively, this is a result of a transition from a full contact 
(or almost) to a radially segregated regime. These two figures 
are given without their corresponding theoretical prediction 
because we were unable to use ceramic Pall-25 rings in the 
small column. It is well known that for scale-up, a col
umn/packing ratio higher than 8 is necessary. Otherwise, the 
increased void fraction effects at the column inside diameter 
would be appreciable. On Fig. 5 it can be seen that increasing 
the packing height / results in an improved efficiency; never
theless, above 1 = 0.4 m, no further improvement is noticed. 

The obtained results on the small column are summarized in 
Tables 1-4. The first three columns give the experimentally 
determined gas velocity, the pressure drop per unit packing 
height, and the solid holdup. In the fourth column, the ex-

100 -

10 

m 

. W s = 2 .36 kgm- 's 

A W s = 0 .93 k g m ' ! s 

. W<.= 0 

V g ( m s - ' ) 

"i r—i—i i i i i 
3 4 5 

Fig. 3 Total pressure drop per unit packing height versus gas velocity 
influence of solid flux 

R ( k g ) u 

Fig. 4 Solid holdup in the packed region versus mass flux; vg=0 

1 / 

6-1 

-
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2 -

i 

j^^° J' 

I 

• 

A 

U r ? Q " " - - - ^ _ 

" A A " O ^ S K ^ 

a i = .4 m 
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a t=.05 m 

1 

MA ^ * * 

• *""• 

Vg (ms'1) 

1 ^-

1.4 1.8 

Fig. 5 Measured thermal efficiency in the packed region versus gas 
velocity; influence of packing height; Pall-25 rings 

pected solid volumetric fraction at 250°C is tabulated. The ex
perimental heat transfer data were obtained at this gas 
temperature so the holdup had to be predicted at these condi
tions. We obtained this value by applying the following 
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Table 1 Results for Ws = 0.93 kg/rrrs and z = 0.477 m 

"« 

(m/s) 

0.533 

0.656 

0.75 

0.817 

0.908 

1.009 

1.108 

1.202 

Vg 

(m/s) 

0.661 

0.794 

0.919 

1.067 

1.189 

1.437 

va 

(m/s) 

0.67 

0.79 

0.92 

1.06 

1.18 

1.45 

1.55 

AP 
z 

pajm 

120 

178 

232 

282 

371 

550 

790 

1080 

R 

(gms) 

108 

130 

148 

170 

218 

370 

496 

691 

P2hO°C 

0.0075 

0.00765 

0.00854 

0.00953 

0.01163 

0.018 

0.024 

0.03283 

V, 

(m/s) 

0.0473 

0.0464 

0.04152 

0.0372 

0.03052 

0.0197 

0.01479 

0.0108 

Table 2 Results for Ws = 

AP 
z 

•pajm 

171.4 

285.7 

400 

600 

771.4 

985.7 

R 

(gms) 

52 

96 

126 

167 

189 

193 

/>2S0°C 

0.00923 

0.01485 

0.01876 

0.02426 

0.02714 

0.02766 

v. 

(m/s) 

0.0385 

0.0239 

0.01892 

0.01463 

0.01308 

0.01283 

c, 

0.36 

.444 

0.508 

0.5534 

0.615 

0.6834 

0.7505 

0.814 

c, 

m" 1 

112.5 

81 

69.98 

65 

61.53 

70.55 

67.43 

63.4 

l' 

0.36 

.444 

0.508 

0.5534 

0.615 

0.6834 

0.7505 

0.814 

( 1 - = . 

0.0075 

0.0076 

0.0078 

0.0084 

0.0098 

0.014 

0.0188 

0.023 

0.93 kg/m2s and z = 0.175 m 

C 

0.445 

0.5348 

0.6187 

0.7183 

0.8 

0.9674 

C, 

m~> 

97.18 

109.19 

97.72 

80.42 

57.34 

7.88 

l' 

0.445 

0.5348 

0.6187 

0.7183 

0.8 

0.9567 

( l - « . 

0.0073 

0.0102 

0.0113 

0.0138 

0.0148 

0.0119 

Table 3 Results for Ws =0.93 kg/m2s and z = 0.35 m 

AP 
z 

pajm 

186 

270 

390 

540 

540 

1100 

900 

R 

(gms) 

59 

83 

136 

191 

236 

360 

282 

PlbO'C 

0.00782 

0.00922 

0.01245 

0.0158 

0.01854 

0.0261 

0.02134 

V, 

(m/s) 

0.0513 

0.0433 

0.032 

0.0253 

0.02153 

0.0153 

0.0268 

c, 

0.453 

0.534 

0.622 

0.717 

0.798 

0.981 

1.048 

C 

m~~' 

70.6 

60.46 

57 

46.8 

35.3 

3.8 

-5.16 

v' 

0.453 

0.534 

0.622 

0.717 

0.798 

0.974 

0.992 

( i - O 

0.007 

0.008 

0.01 

0.0115 

0.013 

0.0135 

0.007 

1 

0.36 

.444 

0.467 

0.488 

0.521 

0.532 

0.588 

0.583 

n 

0.352 

0.367 

0.373 

0.4086 

0.4363 

0.4127 

1 

0.405 

0.451 

0.4918 

0.522 

0.56 

0.504 

0.3256 

Table 4 Results for Ws = 1.33 kg/rrr s and z = 0.35 m 

c, 

(m/s) pa/m (gms) (m/s) 

0.631 187 141.5 0.0104 0.04876 0.2984 144.7 0.2984 0.01 0.287 

0.808 307 178.2 0.01263 0.04018 0.382 120.8 0.382 0.0104 0.3145 

1.04 597 316 0.02104 0.02413 0.492 128.4 0.492 0.0144 0.337 

1.212 968 486 0.02723 0.01864 0.5732 119.84 0.5732 0.0193 0.404 

1.435 852 442 0.0287 0.0177 0.6787 80.32 0.6787 0.0086 0.206 

reasoning to our room temperature measurements on the 
small column: The particles in the packed section are slowed 
down by both the packing and the countercurrent gas flow. 
The holdup due to the packing can be determined from ex
periments with no gas flow and is assumed to be temperature 
independent. The holdup due to the gas flow is temperature 
dependent since the gas density, and thus the upward force, 
varies within 7*. This term was multiplied by the density ratio 

1 " 

.7-

5 -

.̂ -°o 

• W s = 

o W s = 

1 

B 

- ~ —1 • 
fl ^ ^ ^ 

o o 

C t ' R 

.69 kg m"2s' 

. 94 kg m"V 

1 

B ^ ^ . 

"No 

B 

Vg Cms 

1 * 
.6 1 1.4 1.8 

Fig. 6 Measured thermal efficiency in the packed region versus gas 
velocity; influence of solid mass flux; Pall-25 rings 

.6-

vg 

.6 
- 1 — 

1.4 
~ 1 — 

1.8 
Fig. 7 Comparison of measured and theoretical efficiencies; Ws = 0.93 
kg/m2/s; Pall-15 rings 

between 250°C and 20°C. The solid trickle velocity vs and the 
values of Cx, C2, and JJ' in equation (4) are next given. In 
almost all cases, the value of r\' is equal to the value of Ct; the 
reason for this is that the product C2I is in all cases very high, 
see equation (4). The tabulated values of C2 were obtained by 
using the conduction solution (Nu = 2) for the heat transfer 
coefficient h. If a semi-empirical relationship of the type 
Nu = 2 + oRe05 were used, an even higher value for C2 would 
be obtained. This means that for the experimental conditions 
used here, the exact value of h, above the conduction regime 
solution, is of little importance. The last two columns in these 
tables give the calculated values of (1 - es) and r/. For low gas 
velocities, below 1 m/s, the (1 - es) values are practically equal 
to the /?2so'c experimental values. This would mean that the 
solid particles are suspended uniformly in the packed section. 
As the gas velocity increases, the value of (1 - es) becomes 
smaller than the |3250-C value. The real exchanger efficiency rj 
obtained with equation (6) also becomes much smaller than 
the ij' value. 

Theoretical and experimental results are compared in Fig. 7 
where the efficiency is plotted versus gas velocity. The two 
theoretical curves were obtained with packing heights of 0.350 
m and 0.477 m while the experimental data were obtained for 
0.45 m. It is interesting to note that increasing the packing 
height above 0.4 m also results in no heat transfer gain, a 
result previously obtained experimentally. Figures 8 and 9 are 
theoretical predictions of efficiency as a function of packing 
length and solid flux. The shape of these curves is to be com-
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Fig. 8 Theoretical efficiency versus gas velocity; influence of packing 
height; Pall-15 rings 

pared to that of Figs. 5 and 6. For packed section lengths 
below 0.175 m, the efficiency curves are flatter since the 
radially segregated regime appears at higher gas velocities. 

A last point concerning the way in which the solid particles 
are initially suspended into the flow merits a discussion. In a 
previous work (Large et al., 1983), different solid distributors 
were compared and it was found that the highest heat-
exchanger efficiency was obtained for the distributor that pro
voked the highest pressure drop in the packed zone. This point 
is easily explained, qualitatively, using the above analysis. If 
the pressure drop is higher for given gas velocity and solid 
flux, the pressure drop due to the solids in equation (7) is thus 
obviously higher and the ratio (1 — es)/fi will increase, thus in
creasing the efficiency. 

Conclusions 
A model for scale-up of countercurrent, gas-solid heat 

transfer in a packed column has been formulated. The model 
uses only pressure drop and holdup experimental 
measurements at room temperature and has proved that it suc
cessfully predicts the exchanger efficiency. In particular, the 
fact that the efficiency passes by a maximum value as gas 
velocity is increased is well represented. The influences of solid 

.4 

.2 
Vg ( m / s ) 

a«-1 r — 
.5 1 1.5 

Fig. 9 Theoretical efficiency versus gas velocity; influence of solid 
mass flux; Pall-15 rings 

flux and packing height are also in qualitative agreement with 
experimental data obtained using a different packing. 
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Mixed Convective Heat Transfer 
From a Heated Horizontal Plate in 
a Porous Medium Near an 
Impermeable Surface 

P. H. Oosthuizen 
Department of Mechanical Engineering, Two-dimensional flow over a horizontal plate in a saturated porous medium 

Queen's University, mounted near an impervious adiabatic horizontal surface and subjected to a 
Kingston, Ontario, K7L 3N6 Canada horizontal forced flow has been numerically investigated. The plate is heated to a 

uniform temperature that is higher than the temperature of the flowing fluid. The 
conditions considered are such that the buoyancy forces have an effect on the flow 
and, therefore, on the heat transfer rate from the plate. The full governing equa
tions, written in dimensionless form, have been solved for a range of values of the 
governing parameters using the finite element method. The heat transfer rate from 
the plate is influenced both by the dimensionless depth of the plate below the surface 
and the importance of the buoyancy forces, the latter having been characterized by a 
parameter which is equal to the ratio of the Darcy-Rayleigh number to Peclet 
number. The conditions under which these parameters have a negligible effect on the 
heat transfer rate are discussed. 

Introduction 

Two-dimensional flow over a horizontal plate embedded in 
a saturated porous medium near an impervious adiabatic 
horizontal surface with a horizontal forced flow over it has 
been considered, the flow situation thus being as shown in Fig. 
1. The plate is assumed to be heated to a uniform temperature 
T„ , which is higher than the temperature of the flowing fluid 
T0. The conditions considered are such that the buoyancy 
forces arising from the temperature differences have an effect 
on the flow and on the heat transfer rate from the plate despite 
the presence of the forced velocity, i.e., mixed convection has 
been considered. It should also be noted that the conditions 
considered are such that the boundary layer assumptions will 
not generally be applicable. 

There have been a number of previous studies of mixed con-
vective heat transfer from flat plates embedded in a porous 
medium, summaries of previous work in this area being given 
by, for example, Joshi and Gebhart (1985), Cheng (1977), and 
Chandrasekhara and Namboodiri (1985). Almost all of these 
studies have, however, assumed that the component of the 
buoyancy force parallel to the plate surface is dominant and 
most of the studies have been based on the use of the bound
ary layer approximations. Essentially all of the studies have 
also been concerned with a plate in an infinite surrounding 
medium. In the geometry considered in the present study, only 
the buoyancy force component normal to the plate surface ex
ists and the impermeable surface above the plate influences the 
flow and heat transfer rate. In this respect, the flow situation 
considered here differs from that dealt with in available 
studies. 

One of the more important applications of the present work 
is in the prediction of heat transfer from objects buried 
relatively near the surface with a horizontal groundwater flow 
over them. 

Governing Equations and Solution Procedure 

The flow is assumed to be two dimensional and steady and 

Contributed by the Heat Transfer Division and presented at the 
AIAA/ASME Thermophysics and Heat Transfer Conference, Boston, 
Massachusetts, August 1986. Manuscript received by the Heat Transfer Division 
July 9, 1986. Keywords: Mixed Convection, Numerical Methods, Porous 
Media. 

the usual Darcy model is adopted. The fluid velocity well 
upstream of the plate is assumed uniform and the plate is 
assumed to be at a higher temperature than the oncoming fluid 
so that the buoyancy forces are always vertically upward. 

Using these assumptions, the governing equations are 

du' dv' 
- + ̂ r ^ = 0 (1) dx' dy' 

dp' fifU' 

dx' Y~ 
(2) 

dp' nj-v' 
-PgPj(T'-TS) (3) 

dy' K 

( k \ ( d2T' d2T'\ 
+ y '^=(xc; )U^ + i^ ) (4) 

dT, r dT' _ / k \ / d2T' d2T 

dx' dy' \pfCf/\ dx'2 +~dy 

The prime (') is used to denote dimensional quantities and the 
symbols have their conventional meaning. The subscript / 
denotes fluid properties, the temperature TQ of the flowing 
fluid being used as the reference temperature. 

The solution has been obtained by introducing the stream 
function and defining the following dimensionless variables: 

0 = (T'-Ti)/(T^-Ti) 
x = x'/L', y=y'/L' (5) 
i/< = stream function/u^L' 

In terms of these variables, the governing equations are 

* * . + _ * * . = _ * _ * _ (6) 
dx2 dy2 dx 

d^ dd dt 86 ( d2e d2e \ 

dy dx dx dy V dx2 ' dy 

where 
B=P^PATh-TS)=Rat/p ( g ) 

/V"o 
and p_P/ujL'Cf 

K 

where Ra* is the Darcy-Rayleigh number based on L', i.e., 
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Fig. 1 Flow situation considered 

Ra*=Pgpf(Tk-TS)/i<ija (10) 

where a is the equivalent thermal diffusivity of the porous 
medium. The boundary conditions on the solution are: 

(i) On the surface of the plate: 

' = 1 , i/< = const 

(if) At the surface, i.e., atj> = 0: 

86 
* = 0, 

By 
= 0 

(iii) At large distances ahead of the plate: 

$-y> 9-0 

(iv) At large depths below the surface: 

i-y. 9-0 

In addition, it has been assumed that at large distances 
downstream of the plate, the *-wise gradients of the stream 
function and temperature become negligibly small. 

Since the flow upstream of the plate is influenced by the 
presence of the plate due to the buoyancy forces, the stream 
function on the plate is not directly known. In order to 
calculate conditions at the plate surface, it has therefore been 
noted that for any closed surface in the flow, the tangential 
pressure gradient integrated around the surface must be zero. 
This is, of course, equivalent to noting that there is no vortici-
ty generated in the flow except by the action of the buoyancy 
forces. In the present study, since a flat plate is being con
sidered, this requirement is equivalent to 

(\L-¥r*') =( f^ ' ) (ID 
VJO dX / u p p e r \ J L 0X / l o w e r upper 

surface 
lower 
surface 

which is equivalent to 

a dx) 
dy / upper 

surface 
(s:-£~) lower 

surface 

(12) 

This condition allows the stream function at the plate surface 
to be determined. 

The governing equations, subject to the boundary condi
tions discussed, have been solved using the finite element 
method, the Galerkin method being used to obtain the re
quired equations. Simple linear triangular elements were used. 
The solution procedure has been successfully used in a number 
of other studies of convective heat transfer, e.g., see 
Oosthuizen and Paul (1986, 1987a, 1987b). A very fine grid 
spacing was used near the leading and trailing edges of the 
plate. Calculations were undertaken with several different ele
ment distributions and numbers of elements to ensure that the 
results presented here are essentially grid independent. The 
results presented were obtained with roughly 700 elements 
nonuniformly distributed over the solution domain. The 
boundary conditions well ahead of the plate, well below the 
plate, and well downstream of the plate were, of course, ap
plied at finite distances from the plate. The actual distances 
used depended on the conditions being considered but calcula
tions with different distances were undertaken to ensure that 
the results are essentially independent of the distance chosen. 

Results 

The solution has, as parameters: 
(i) the dimensionless depth H of the plate below the 

surface; 
(ii) the forced flow parameter Pe, which is, of course, a 

Peclet number based on the plate length and equivalent ther
mal diffusivity of the medium; 

(Hi) the buoyancy parameter B, which acts basically as a 
measure of the importance of the buoyancy forces on the 
flow. 

Solutions have been obtained here for values of the forced 
flow parameter Pe between 0 and 300 and values of B between 
0 and approximately 8 for H values of 0.25, 0.35, 0.5, and 
0.75. 

The concern in the present study is the mean heat transfer 
rate from the plate. It must be stressed that this mean heat 
transfer rate includes the effects of the heat transfer from both 
the upper and lower surfaces of the plate, the heat transfer 

a = 

B = 

cf = 
g = 

H' = 
H = 
K = 
k = 

L' = 
Nu = 

function of H and P, see 
equation (15) 
buoyancy parameter, see 
equation (8) 
specific heat of fluid 
gravitational acceleration 
depth of plate below surface 
H'/L' 
permeability 
effective conductivity of 
porous medium 
length of plate 
mean Nusselt number based 
on L' 

Nu0 

Pe 

P' 
Ra* 

T' 
TH 

To 
u' 
u0 

v' 

= mean Nusselt number for 
5 = 0 

= Peclet number, see equation 
(9) 

= pressure 
= Darcy-Rayleigh number 
= temperature 
= plate temperature 
= temperature of incoming fluid 
= velocity in x direction 
= uniform velocity of flow 

upstream of plate 
= velocity in y direction 

x' 

X 

y' 

y 
P 
6 

v-s 
Pf 
* 

= coordinate in horizontal 
direction 

= x'/L' 
= coordinate in vertical 

direction 
= y'/L' 
= coefficient of thermal expan

sion of fluid 
= dimensionless temperature, 

see equation (5) 
= viscosity of fluid 
= density of fluid 
= dimensionless stream func

tion, see equation (5) 

Journal of Heat Transfer MAY 1988, Vol. 110/391 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu 

20 

16 

12 

8 

4 

0 

^______-—-"Too 
• i \ _ — — • — " 

TiTT 

\ \ \ 
1 \ \ \ Ro* 
\ \ \ \ 

111 \ \ _ J i — 

\ \ \ \ - — — ^ --

1 \ \ l - 3 - ^ ^ T 

i S ^ ^ — ~ v [ 3 I ^ ^ - ^ ^ — 
\ - - . ,— ——— 

i i 

=-c-

-—— 

— 

i 

__ 

2 0 0 

P 

100 

. 50 

^ ^ 3 0 " 

20 
—-

. -10 

5 
=r=r-3 

1 

0 2 4 6 8 

B 
Fig, 2 Variation of mean Nusselt number with B and Pe for H = 0.25 Fig. 3 Variation of mean Nusselt number with B and Pe for H = 0.35 

rates from these two surfaces differing both because of the 
presence of the impermeable adiabatic surface above the top 
of the plate and because of the effects of the buoyancy forces. 
The variations of the mean Nusselt number with the buoyancy 
parameter for various values of Pe is shown in Fig. 2, 3, and 4 
for//values of 0.25, 0.35, and 0.75. Since, for any values of B 
and Pe, the Rayleigh number can be determined, lines of con
stant Rayleigh number are also shown as the dotted curves in 
these figures. 

Attention will first be directed to the results for 5 = 0, i.e., 
to the case where the buoyancy force is negligible. In this case 
the velocity field is undisturbed by the presence of the plate or 
the surface. The variation of the mean Nusselt number with Pe 
for various values of//for this case is shown in Fig. 5. At the 
larger values of Pe the results for all of the H values con
sidered converge and become equal to those given by the 
boundary layer solution for forced convective flow over a flat 
plate, i.e., by Bejan (1984) 

NTT0 = 1.13Pe~0-5 

In this situation, of course, the temperature changes are all 
confined to a boundary layer adjacent to the plate that is small 
compared to the distance between the upper surface of the 
plate and the bounding impermeable surface and the presence 
of this impermeable surface has no effect on the heat transfer 
rate. The agreement of the present results with the boundary 
layer result at larger values of Pe provides one validation of 
the solution procedure. 

As Pe decreases, the results diverge from the boundary layer 
result due both to the fact that the longitudinal temperature 
gradients become comparable to the normal temperature gra
dients so that the boundary layer approximations are not 

B 
Fig. 4 Variation of mean Nusselt number with B and Pe for H = 0.75 
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Fig. 5 Mean Nusselt number variation for purely forced convection 

valid, i.e., the boundary layer thickness is comparable to the 
plate length, and due to the fact that at the smaller values of H 
considered, the temperature changes produced by the presence 
of the plate have spread to the impermeable surface near the 
upper surface of the plate. Since the impermeable surface is 
adiabatic, this latter effect produces a reduction in the mean 
heat transfer rate for the upper surface as compared to that on 
the lower surface. At very small values of Pe, when the 
boundary layer thickness is much greater than the plate size, 
the plate behaves like a point heat source and the Nusselt 
number becomes dependent only on the depth below the sur
face //. The results of all of these effects on the mean heat 
transfer rates from the entire plate will be seen in Fig. 5. At 
lower Pe values, the heat transfer rates for the different H 
values considered diverge from each other, being lowest for 
/ /= 0.25 and highest for / /= 0.75. The results for / /= 0.75 are 
little affected by the presence of the impermeable surface ex
cept at very small values of Pe. As a result, the mean heat 
transfer rates for this value of H lie above those predicted by 
the boundary layer result at smaller values of Pe. At //=0.25 
and //=0.35, however, the impermeable surface has a signifi
cant influence on the results and the mean heat transfer rates 
tend to lie below those predicted by the boundary layer result. 
Since the boundary layer thickness will be related to LPe"-5, 
it is to be expected that the impermeable surface will start to 
influence the mean heat transfer results when / /Pe"0 5 falls 
below a certain value. Based on the results presented in Fig. 5, 
it is therefore concluded that the effects of the impermeable 
surface become negligible approximately when 

Pe>2 / /^ (14) 

However, when H gets above about 0.5, the effect of the 
surface starts to occur at such low values of P that this result, 
based as it is partly on the boundary layer approximations, 
become increasingly inaccurate. 

Turning next to a consideration of the effects of the 
buoyancy forces on the mean heat transfer rates it will be 
noted from Figs. 2, 3, and 4, that at a given value of Pe for 
any given H, Nu varies approximately linearly with B, i.e., 
(Nu - Nu0) is proportional to B, Nu0 being the value of Nu at 
5 = 0 for the particular values of//and Pe considered. From 
this it follows that approximately 
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Fig. 6 Variation of buoyancy effect parameter a with H and Pe 
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Fig. 7 Variation of the value of S at the "beginning" of the mixed con
vection region with Pe for various values of H 

Nu/Nu0 = 1 + aB (15) 

where a is a function of H and Pe. The variation of a with Pe 
for the various values of H considered is shown in Fig. 6. It 
will be seen that as Pe—0, a—0 basically because as Pe—0 for 
a finite value of B the Rayleigh number Ra*—0 so the buoy
ancy force effect becomes negligible. It will also be seen that 
the a variation shows a maximum at all values of//considered 
at Pe values of about 10, the peak value increasing over the 
range of values considered with decreasing H. At larger Pe 
values, a then tends to drop toward an approximately constant 
value at large values of Pe. It will further be noted from these 
results that, at all values of H considered, the presence of the 
adiabatic impermeable surface seems to have a significant ef
fect on the mean heat transfer rates. This is, of course, in con
trast to the results of B = 0 for which the effects of the surface 
were very nearly negligible for //above about 0.5, as discussed 
earlier, i.e., surface effects are more significant in the mixed 
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convection region than in the purely forced convection region 
due to the fact that the upward motion induced by the buoy
ancy forces in the leading edge region is inhibited by the 
presence of the surface. The temperature gradients near the 
leading edge of the plate cause the flow ahead of the plate to 
rise, this effect increasing with increasing B. Because the flow 
rises ahead of the plate, the presence of the free surface causes 
the mean velocity over the top of the plate to be higher than it 
would be if the buoyancy forces were negligible. This causes 
the heat transfer rate on the upper surface of the plate to be 
higher than it would be in purely forced convective flow. This 
is also, of course, the reason why the effects of the surface are 
more significant in the mixed convection region than in the 
purely forced convection region. At larger values of Pe, as the 
boundary layer region is approached, the upstream effects of 
the plate decreases causing a to decrease. 

The mixed convection region is assumed to start at the 
lowest value of B at which the mean Nusselt number becomes 
5 percent greater than the mean Nusselt number under the 
same conditions in purely forced convection, i.e., when 
Nu/Nu0 = 1.05. It follows from equation (15) that this region 
is entered when 

5>0 .05 /a (16) 

The variation of this value of B with Pe for various values of 
His shown in Fig. 7. This again shows that buoyancy force ef
fects occur at lower values of B as the plate approaches the 
surface, i.e., as / / i s decreased. 

Conclusions 

The results of the present study indicate that: 
(0 in purely forced convection, the effects of the im

permeable adiabatic surface on the heat transfer rates become 
negligible when 

Pe>2/H2 

(if) in purely forced convection, if the presence of the sur
face is important, it causes a reduction in the heat transfer rate 
from the upper surface compared to what would exist with an 
infinite environment; 

(iif) in the combined convection region, the buoyancy 
forces cause the flow to rise ahead of the plate and the 
presence of the surface then causes the heat transfer rate on 
the upper surface of the plate to be increased; 

(iv) the mean Nusselt number for any given values of H 
and Pe varies linearly with B in the mixed convective region; 

(v) The results given in Fig. 7 can be used to determine 
when the mixed convection region is entered. 
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Mixed Convection in Horizontal 
Porous Layers Heated From Below 
Numerical studies are reported for steady, mixed convection in two-dimensional 
horizontal porous layers with localized heating from below. The interaction 
mechanism between the forced flow and the buoyant effects is examined for wide 
ranges of Rayleigh number Ra* and Peclet number Pe*. The external flow 
significantly perturbs the buoyancy-induced temperature and flow fields when Pe* is 
increased beyond unity. For a fixed Peclet number, an increase in Rayleigh number 
produces multicellular recirculating flows in a domain close to the heat source. This 
enhances heat transfer by free convection. However, for a fixed Ra*, an increase in 
forced flow or Peclet number does not necessarily increase the heat transfer rate. 
Hence, there exists a critical Peclet number as a function of Ra* for which the 
overall Nusselt number is minimum. The heat transfer is, generally, dominated by 
the buoyant flows for Pe* < 1 whereas the contribution of free convection is small 
for Pe* > JO when Ra* < 10. 

Introduction 
An understanding of the basic properties of convection in a 

horizontal porous layer heated from below is important from 
both a theoretical and an applied point of view. Convective in
stability is a widespread phenomenon, numerous examples of 
which have been noted in geophysical and engineering situa
tions. Theoretically, convection driven by an adverse 
temperature gradient is one of the simplest types of 
hydrodynamic stability, and considerable progress has been 
made in its study. Not only the researchers have investigated 
the criteria for onset of convection and the local and overall 
heat transfer rates, but they have also examined the stability of 
fluid flow, the cell structure, and its oscillatory behavior under 
various conditions. In recent years, attempts have also been 
made to characterize the effects of the thermal boundary con
ditions, the thermophysical property variation, the layer 
width-to-height ratio, the superposed fluid layers, and the 
layered porous media with direction-dependent permeability, 
etc. Extensive reviews of these studies have been presented by 
Combarnous and Bories (1975), Cheng (1978), Prasad et al. 
(1985), and Catton (1985). 

A related problem of practical interest is when a finite heat 
source is located on the bottom of the horizontal porous layer 
that extends beyond the edges of the heated segment. This 
situation may be encountered in several geothermal areas, 
which consist of troughs of volcanic debris or some other form 
of heat source. Thus, the model region considered is a locally 
heated long trough of porous medium. Also, the recent 
motivation to study the convection from a localized heat 
source has come from the efforts to identify a geologic 
repository for the storage of nuclear wastes. 

Several attempts have been made to study the buoyancy-
induced flow and heat transfer in a horizontal porous layer 
with localized heating from below by Elder (1967a, b), Home 
and O'Sullivan (1974, 1978), and Prasad and Kulacki (1985, 
1986). Interesting features of the growth of convective cells, 
the inversion in temperature gradient, and the extent of the 
significantly influenced thermoconvective domain as func
tions of the size and strength of the heat source have been 
reported. Recently, El-Khatib and Prasad (1986) have extend
ed these studies to examine the effects of the linear thermal 
stratification caused by an external temperature gradient. 

Present address: B-120 Engineering Research Center, Colorado State 
University, Fort Collins, CO 80523. 

2Present address: Office of the Dean, College of Engineering, Colorado State 
University, Fort Collins, CO 80523. 

Contributed by the Heat Transfer Division for publication in the JOURNAL or 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 7, 
1987. Keywords: Mixed Convection, Porous Media. 

The present study considers the buoyancy effects produced 
by a finite heat source on the bottom of a horizontal porous 
layer through which a fluid is flowing because of an external 
pressure gradient. The geometry considered is a two-
dimensional, saturated porous layer bounded by an isother-
mally cooled, impermeable horizontal wall on the top and an 
insulated, impermeable wall at the bottom with a finite, 
isothermal heat source. The interaction mechanism of free and 
forced convection has been numerically examined for wide 
ranges of Rayleigh and Peclet numbers when the length of the 
heated segment is equal to the height of the layer. The effect of 
the externally induced flow on multicellular recirculating 
flows, observed in the case of natural convection, has also 
been investigated. 

Formulation and Numerical Method 

Consider the flow of an incompressible, constant-property, 
Boussinesq fluid through an isotropic, homogeneous porous 
medium bounded by two impermeable, horizontal walls. A 
finite heat source of length d, at a constant temperature Th, is 
located on the bottom surface, which is otherwise adiabatic. 
The top surface is assumed to be isothermally cooled at Tc 
(Fig. 1). On the upstream side, the fluid at a constant 
temperature Tc is considered to be flowing with an uniform 
velocity t/far away from the leading edge of the heat source. 
In the porous medium, Darcy's law is assumed to hold, and 
the viscous drag (Brinkman model) and inertia terms in the 
equations of motion are neglected assuming that the Darcy 
number and the particle Reynolds number for the porous 
matrix are small. Owing to the last assumption, velocity slip at 
the bounding walls is permitted. 

With these assumptions, the conservation equations for 
mass, momentum, and energy (Prasad and Kulacki, 1984) for 
steady, two-dimensional flow through porous medium can be 
written in stream function-temperature form as 

u 
T„ 

U T h 
,77777777777777777777777777; 77777777777777777, 

*f^ Do *n Wf \_j 1 ^ ^ \j ^ j ^ — 

Fig. 1 Two-dimensional horizontal porous layer with a finite, isother
mal heat source of width, d = L, coordinate system and boundary 
conditions 
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d2^ d2\P Ra* d6 

dX2 dY2 

d\P dd dt dd 

Pe* 

1 
Pe* V 

dX 

d2e d2e 

(i) 

(2) 
dX dY dY dX Pe 'VdJT2 dY2 

The governing dimensionless parameters are thus 

Ra* = g (3 KL (Th - Tc)/va (Rayleigh number) (3) 

and 

Pe* = UL/a (Peclet number) (4) 

Here, the significance of buoyancy term is governed by the 
ratio of Rayleigh and Peclet or Grashof and Reynolds 
numbers (RaVPe* = GrVRe). 

The relevant hydrodynamic and thermal boundary condi
tions on the bounding surfaces are straightforward, and are 
given by 

7=0, V = 0 

dd/dY=0 

?=1 

30/97=0 

-Xx<X>0 

0<X<H 

H<X<X7+H 

(5) 

7 = 1 , ^ = - 1 , 0 = 0 (6) 

Since the x direction velocity far away from the heat source on 
the upstream side has been assumed to be a constant and the 
fluid is cold, one may write 

X=-Xlt u=U — > ^ = - 7 , 0 = 0 (7) 

While satisfying this condition, it has to be ascertained that Xx 

is large enough that the buoyancy effects do not penetrate to 
the upstream end, x = —Dx. 

The assumption of downstream boundary conditions is not 
easy. For the present calculations, it has been assumed that 

X=H+X2, d^/dX=0, dd/dX=0 (8) 

which is based on the fact that far away from the heat source, 

X2 55> H, the flow will become, once again, parallel after 
releasing a large fraction of thermal energy on the top wall. 
The axial conduction will, then, be almost negligible. 

Finite-difference equations are derived from equations (1) 
and (2) by integration over finite area elements following a 
procedure outlined by Gosman et al. (1969). The successive 
substitution formulas derived in this way by employing up
wind differences for convective terms in the energy equation 
satisfy the convergence criterion, and are quite stable under 
many circumstances (Roache, 1982). For solving the system of 
algebraic equations thus obtained, the Gauss-Seidel point 
iterative method is used, which makes use of the new values as 
soon as they are available. To make the iterative convergence 
faster, the temperature is overrelaxed. A suitable value of the 
overrelaxation parameter is between 1.3 and 1.6. A detailed 
account of the numerical scheme used here has been presented 
by Prasad elsewhere (1983, 1986). 

As discussed earlier, the lengths of the unheated section, Xx 

and X2, are of considerable importance to the present com
putations. Hence, several trial runs were made for various 
combinations of Ra* and Pe* to select proper values Xx and 
X2. Based on these results, Xx and X2 are generally taken as 4 
and 5, respectively, when H = 1 and Ra* < 500. This makes 
the length of the bottom wall 10 times larger than the height, 
in the computational domain. For higher Rayleigh number 
calculations, (Xx + H + X2) has been taken as 15. 

Various combinations of uniform and nonuniform grid 
fields have been used to select one that would yield reasonably 
accurate results and yet require less CPU time. It has been 
observed that the use of varying grids with fine mesh near the 
horizontal walls is advantageous and more reasonable owing 
to sharp temperature gradients and significant changes in the 
magnitude and direction of velocities near the boundaries. 
Furthermore, to predict large-scale variations in u and v ac
curately in a region close to the heat source, very fine grids are 
needed in the x direction. Since the computational domain is 
quite large in the x direction and we can't afford to use very 

Nomenclature 

D, = 

D, = 

d 
g 

Gr* 

H 

h = 

K = 

_L 
Nu 

distance before the heat 
source, m 
distance after the heat 
source, m 
length of heat source, m 
acceleration due to gravity, 
m/s2 

Grashof number 
= gPKL(Th - Tc)/v

2 

dimensionless length of heat 
source = d/L 
average heat transfer coeffi
cient, W/m2-K 
local heat transfer coeffi
cient on the bounding sur
face, W/m2-K 
permeability of saturated 
porous medium, m2 

effective thermal conductivi
ty of porous medium, 
W/m-K 
height of porous layer, m 
overall Nusselt number 
based on layer height 
= hL/k 

Nu, 

Pe* 
Pr* 

Q 
Re 

Ra* 

T 
u 

u' 

U 

V 

v' 

y,y 
X 

= local Nusselt number 
= hxL/k 

= Peclet number = UL/a 
= Prandtl number = via 
= heat transfer rate, W 
= Reynolds number = UL/v 
= Rayleigh number based on 

cavity width = g /3 KL(Th 

- Tc)/va 
= temperature, K 
= fluid velocity in x direction, 

m/s 
= dimensionless velocity in x 

direction = u/U 
= -{dxfr/dY) 

= velocity in x direction due to 
forced flow, m/s 

= fluid velocity in y direction, 
m/s 

= dimensionless velocity in y 
direction = v/U 
= (d^/dX) 

= Cartesian coordinates, m/s 
= dimensionless distance on x 

axis = x/L 

7 = 

Xx = 

X2 = 

a = 

0 = 

e = 
V = 

+ = 

Subscript 
c = 

fc = 
h = 

max = 
nc = 
x = 

dimensionless distance on y 
axis = y/L 
dimensionless distance 
before the heat source (in 
computational domain) 
= Dx/L 
dimensionless distance after 
the heat source (in computa
tional domain) = D2/L 
thermal diffusivity of 
porous medium, m2/s 
isobaric coefficient of ther
mal expansion of fluid, K"1 

dimensionless temperature 
= (T- Tc)/(Th - Tc) 
kinematic viscosity, m2/s 
dimensionless stream 
function 

s 
cooled wall 
forced convection 
heated wall 
maximum 
natural convection 
local value on the bounding 
wall 
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Table 1 Selected values of overall Nusselt number Nu 

Fig. 2 121 x 31 grid distribution for the present computations 

"lOlxll 

Fig. 3 

301x31 151X16 201X21 251X26 

UNIFORM GRIDS 
Effect of grid size on numerical results 

small Ax everywhere, nonuniform grids (in the x direction) are 
generally used for the length of the heated segment. Hence, 
the grid fields are symmetric about x = 0.5d and y = 0.5L 
with very fine mesh close to the bounding walls and the center 
of the heated segment, i.e., x = 0.5c? (Fig. 2). A grid field of 
121 x 31 mesh has been used when both the Rayleigh and 
Peclet numbers are low; otherwise a 171 x 31 mesh is 
employed. For trial runs, these grid fields predicted heat 
transfer results within 3 percent of the asymptotic_values. For 
example, a 301 x 31 uniform grid field produces Nu and t/< 
only 1.3 and 2 percent higher than that obtained by using a 121 
x 31 nonuniform mesh for Ra* = 100 and Pe* = 10 (Fig. 3). 

A variation of 10"4 or less in both 6 and ^ at all nodes in the 
domain is used as the iterative convergence criterion for the 
present computations. This usually requires 800 to 2000 itera
tions for the present range of parameters. Since the diffusion 
of buoyancy effects takes longer to penetrate into the 
upstream flow, larger number of iterations are required to 
achieve convergence when the Rayleigh number is high. 

Another difficulty associated with the present computations 
is that when the Peclet number is low and the Rayleigh number 
is high, the contribution of the source term in equation (1) is 
large. This also reduces the contribution of convection as com
pared to conduction (equation (2)); hence, a large portion of 
the flow upstream of the heat source is influenced by buoyan
cy effects (to be discussed later) so that boundary condition (7) 
becomes unrealistic. Also, the downstream condition (8) limits 
the range of Rayleigh and Peclet numbers suitable for the 
present computational domain. This has restricted the range 
of parameters to 1 < Ra* < 500 and 0.01 < Pe* < 50, for 
which the results could be obtained with the desired accuracy. 

To check the accuracy of results reported here further, an 
energy balance has been employed that compares the energy 
lost by the heat source to the heat removed on the cold wall 
plus the energy being carried away by the fluid at the 
downstream end. Mathematically 

Ra*/Pe* 

1 

10 

100 

500 

f c 

fc (Vertic 

1.934 

2.007 

5.670 

al Pla te)* 

1.969 

2.014 

5.669 

12.633 

1.982 

2.057 

5.658 

12.401 

2.025 

2.093 

5.623 

12.367 

2.010 

2.804 

2.926 

5.077 

11.338 

2.792 

2.523 

3.816 

3.942 

5.494 

9.986 

3.803 

3.568 

8.382 

8.431 

8.932 

11.009 

8.376 

7.977 

Boundary Layer solution for forced convection on an isothermal horizontal 
surface (Cheng, 1977). 

! . " - • 

de 
dY |y=o 

dX--
*H+X2 de 

dY |y=i 
dX 

[ u'6 
Jo 

dY (9) 
X=X+H2 

For a large number of these calculations the energy balance is 
satisfied within 1 percent. However, to keep the computa
tional cost low, the results for low Ra* and high Pe* have been 
accepted even if the variation is up to 4 percent. 

Although the upwind difference is known to cause false dif
fusion, this effect is of small order in the present computa
tions. This can be seen from an estimation of the ratio of false 
diffusion to true diffusion (Gosman et al., 1969) 

e = 0.36(Vfi/a)sin2<t> (10) 

where Kis the velocity, h is the grid size, and 0 is the angle that 
the streamline makes with the coordinate system. With the 
nonuniform grids used in this study, where Vis large (near the 
walls and near the center line of heat source), h and sin 2<j> are 
very small. This always leads to e <3C 1. 

The overall accuracy of the numerical scheme and negligible 
effects of false diffusion can also be ascertained by comparing 
the forced convection results with the boundary layer solu
tions for a flat plate (Cheng, 1977). The predicted heat 
transfer rate for Pe* = 50 is only 4.8 percent higher than 
Cheng's solution (Table 1). 

,m„a? Results and Discussion 

Heat transfer results have been obtained for Ra* = 1, 10, 
100, and 500, and 0.01 < Pe* < 50 when the width of the heat 
source is equal to the height of the horizontal porous layer, 
i.e., d = L. To present the decreasing influence of the exter
nally induced flow or the relatively increasing strength of the 
buoyancy, the isotherms and streamlines for Ra* = 10 and 
Pe* = 10, 5, 1, 0.5, and 0.1 are presented in Figs. A(a-e). 
When the Peclet number is high, the perturbation in the flow 
field by buoyancy is negligible (Fig. 4a), and the flow is almost 
uniform. The vertical velocity v is, thus, zero (Fig. 5). This in
dicates that the contribution of the buoyancy term in equation 
(1) is very small when GrVRe (or RaVPe*) is of the order of 
unity. The isotherms further indicate that the upstream diffu
sion of thermal energy is small. The heat transfer is thus 
dominated by forced convection. 

The local Nusselt number on the bottom surface 

Nu^ = hxL/k = - dd/d Y at the wall (11) 

is very high at the leading edge of the heat source, x = 0, and 
decreases greatly with an increase in x (Fig. 6a). It reaches a 
minimum slightly before the trailing edge of the heated seg
ment, and then increases by a small amount with x until x = d. 
The local Nusselt number on the upper surface is very small 
when x < 0 (Fig. 6b), again indicating that the diffusion of 
energy in upstream flow is minimal. However, the heat 
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Fig. 4 Isotherms and streamlines for Ra* = 10 (At) = 0.1, A\[> = 0.1), (a) 
Pe* = 10, (b) Pe* = 5, (c) Pe* = 1, (d) Pe* = 0.5, and (e) Pe* = 0.1 
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Fig. 5 Vertical velocity at the midheight for Pe* = 0.1,1, and 10 

transfer rate increases with x until it reaches a peak at x — 2d, 
beyond which it monotonically decreases. The reason for 
(Nu^)max existing at a location far beyond x = d is that the 
convective transport of energy in the y direction is slow since 
the (vdT/dy) term in the energy equation (2) is relatively 

Fig. 6 Local Nusselt number on the bounding surfaces for Pe* = 0.1, 
1, 5, and 10: (a) heated segment and (b) upper surface 

small. As a result, the energy continues to be removed for a 
large distance beyond x = d before the medium cools down. 

A decrease in Peclet number to 5 results in a perturbed 
velocity field, particularly near the leading edge of the heat 
source (Fig. 4b). The disturbance in streamline patterns is, 
however, highly localized and the velocity field away from the 
heat source is largely unaffected. The temperature field is 
modified accordingly; thermal diffusion in the upstream flow 
has increased whereas the energy transport on the downstream 
side has decreased. Consequently, the upward convection has 
been enhanced. 

Although the distribution of local heat flux on the heated 
segment for Pe* = 5 is qualitatively similar to that observed 
for Pe* = 10 (Fig. 6a), the area under this curve has de
creased. Indeed, the heat transfer by forced convection has 
substantially decreased and the transport of energy by free 
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convection has increased. However, the enhancement in Qm is 
much smaller than the reduction in Qfc. 

The local Nusselt number Nux on the top surface is now 
significant for x < 0 (Fig. 6b), and is maximum at x - 1.3rf. 
This peak value of Nux for Pe* = 5 is larger than that for Pe* 
= 10. As a result, the energy is removed on the top surface 
over a shorter distance beyond x = d. 

When Pe* = 1 and Ra* = 10, convection of energy in the 
downstream flow is reduced substantially (see isotherms in 
Fig. 4c), and the transport of energy by diffusion is enhanced. 
The isotherms get clustered in a region close to the heated seg
ment increasing heat removal on the top surface directly above 
the heat source. The velocity field is, thus, significantly 
modified in the heated region. Consequently, the streamlines 
in a region adjacent to the leading edge are skewed to bring the 
flowing fluid closer to the heat source, producing a region of 
very small horizontal velocity in the upper layers (Fig. 4c). The 
fluid then gets heated and moves upward because of buoyancy 
effects. The streamlines in a region close to the trailing edge, 
thus, shift upward, producing a region of recirculating flow in 
the lower portion of the porous layer. The vertical velocity at 
the midheight is, thus, negative when x < 0 and x > d, and 
positive for 0 < x < d (Fig. 5). The (relative) enhancement in 
buoyancy effects is now discernible. 

Furthermore, due to shear, the nature of the convective cells 
(recirculation) is opposite to the main flow (Fig. 4c). Also, the 
recirculation near the trailing edge is observed to be stronger 
than that near the leading edge. This asymmetry in the produc
tion of counterrotating convective cells is a result of the 
unidirectional forced flow. 

The decrease in Pe* to unity significantly alters the local 
Nusselt number distribution (Fig. 6a). Nux is now minimum at 
x - 0.6d, and starts increasing with x beyond that. It should 
be noted that Nux at x = d is now close to that at x = 0, the 
leading edge. Evidently, the increase in heat transfer rate in 
the later part of the heated segment is caused by the recir
culating flows. However, the increase in Q,K is still not large 
enough to compensate for the decrease in Qfc, and hence, the 
overall heat transfer rate for Pe* = 1 is lower than that for 
Pe* = 5 and 10 (Table 1). The corresponding change in the 
local heat flux on the top surface can be observed in Fig. 4(b) 
where the increasing effects of diffusion and buoyancy on the 
upstream flow and the reduced effects of forced convection on 
the downstream side are clearly exhibited. A large fraction of 
energy is now removed in a portion of the upper surface 
directly above the heat source. 

Any further decrease in the Peclet number makes the 
temperature field nearly symmetric and the recirculating flows 
stronger (Figs. 4c?, e). However, the two counterrotating con
vective cells are not identical unless the externally induced 
flow is very weak so that the buoyancy effects dominate the 
convective flows and heat transfer. In the present case, such a 
situation is achieved at Pe* = 0.1. The vertical velocity v at 
the midheight directly above the heat source, is positive with a 
very large peak value at x — 0.5 whereas away from the heat 
source, it is negative because of the recirculating flows (Fig. 
5). Qualitatively, the nature of the secondary cells (Fig. 4e) 
looks similar to what has been observed for buoyancy-induced 
flow in the horizontal porous cavities of large aspect ratios 
with localized heating from below, and adiabatic side walls 
(Prasad and Kulacki, 1985, 1986). However, because of the 
externally induced flow, the left cell is shifted upward and the 
right cell is moved downward, and a layer of upward-moving 
fluid exists between the two convective cells. 

The local Nusselt number has further decreased in the first 
half of the heated segment owing to the reduced effects of 
forced convection (Fig. 6a). However, Nux in the second half 
of the heated portion is substantially increased. This enhance
ment in heat transfer due to the buoyancy effects compensates 
for the reduction in the forced convection heat transfer and 
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Fig. 7 Isotherms and streamlines for(A0 = 0.1, A^ = 0.1), (a) Pe* = 1, 
Ra* = 1, (b) Pe* = 1, Ra* = 100, and (c) Pe* = 5, Ra* = 100 

(b) Pe*=0.5 

Fig. 8 Isotherms and streamlines for Ra* = 500 (Ad = 0.1), (a) Pe* = 
0.1 (A^ = 5) and (b) Pe* = 0.5 (A^ = 2.5). Note that the externally in
duced parallel flow is not shown in these plots because A^ > 1. 

results in an overall Nusselt number almost independent of the 
Peclet nubmer for Pe* < 1. Indeed, the heat transfer rate 
reduces by only 3.8 percent when the Peclet number decreases 
from 1 to 0.1 for Ra* = 10. Consequently, Nux on the top 
surface is largest at a location close to x = 0.5d, and the 
distribution of local heat flux is almost symmetric for Pe* < 
1. Moreover, the plots for 6, \//, v, and Nux (Figs. 4e, 5, and 6) 
clearly indicate that Ra* = 10 and Pe* = 0.1 is a situation 
where the buoyancy effects dominate and the heat transfer by 
forced convection is almost negligible. 

To examine further the interaction mechanism between free 
and forced convection, the isotherms and streamlines for Ra* 
= 1, 100, and 500 are presented in Figs. 7 and 8. When Ra* = 
1 and Pe* = 1, the temperature field is almost symmetric (Fig. 
la). This is primarily because the buoyancy force is very small, 
but the forced flow is not strong enough to produce large con
vective effects. Hence, the velocity field is largely unaffected. 
An increase in Ra* to 10 does not disturb the basic nature of 
the temperature field, but shifts the isotherms closer to the 
heat source. The recirculating flows near the edges are now 
visible (Fig. 4c). When Ra* is increased to 100, the 
temperature field is observed to be greatly modified (Fig. lb). 
A plume is produced over the heated segment. Thermal diffu
sion in the lower half of the porous layer has decreased 
whereas that in the upper portion has increased owing to the 
increased vertical velocity and the recirculation. This has 
resulted in a temperature field in which an inversion in 
temperature gradient, dT/dy, is possible (Figs, lb and 8a). 
Such inversion in the vertical temperature gradient has already 
been reported for the case of natural convection in horizontal 
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Fig. 9 Vertical velocity at the midheight for Ra* = 1,10,100, and 500 

porous layers with localized heating from below (Elder, 1967a, 
b; Home and O'Sullivan, 1974, 1978; Prasad and Kulacki, 
1985, 1986). 

Another interesting aspect of buoyancy effects is exhibited 
by the isotherms and streamlines for Ra* = 500 (Fig. 8). 
These plots indicate that more than one pair of secondary cells 
may appear at high Ra* and low Pe*. For Ra* = 500, this oc
curs when the Peclet number is reduced below 0.5. As a result 
of the reduced strength of external flow, the main cells have 
been shifted outward and two counterrotating, thin cells have 
been produced in the central portion of the heated segments 
(Fig. 6a). This results in highly complex velocity and 
temperature distributions in a region directly above the heat 
source. An inverted thermal plume now exists at the center of 
the heat source, x — 0.5d. 

This feature of the multicellular flow behavior has not been 
observed for pure natural convection in the horizontal cavity. 
The results of Elder, Home, and O'Sullivan, and Prasad and 
Kulacki indicate that the flow is bicellular as long as H < 2. It 
seems that the production of two pairs of convective cells in 
the present case (H = 1), is a direct consequence of the forced 
flow, however small it is. Indeed, the heat transfer near the 
leading edge of the heat source is aided by the external flow, 
which results in a sharp density gradient and causes the fluid 
to move up much earlier than that observed in the case of 
natural convection ([/ = 0). Consequently, a pair of thin cells 
are produced in 0.2c? < x < 0.8c? (Fig. 8a). 

Other interesting features of the modifications in the 
temperature and flow fields are exhibited in Fig. 7(6), when 
both the Rayleigh and Peclet numbers are large. The nice, 
symmetric-looking plume produced at Ra* = 100 and Pe* — 
1 is skewed toward the downstream when the Peclet number is 
increased to 5. This is because of the increased velocity in the x 
direction. The enhanced (forced) convective effects, also, 
change the nature of the recirculation. The upstream cell is 
now observed to be stronger than the downstream one which is 
opposite to that observed for Ra* = 1 and 10. In fact, the 
streamlines obtained for Ra* = 100 and Pe* < 10 indicate 
that the flow field first gets perturbed near the leading edge. 
Obviously, the convective cell on the upstream side is 
strengthened first. It may, thus, be concluded that the region 
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(b) 
Fig. 10 Local Nusselt number on the horizontal surfaces for Ra* = 1, 
10,100, and 500: (a) heated segment and (b) upper surface 

for perturbation in the velocity field with an increase in 
buoyancy largely depends on the Rayleigh number itself. As a 
consequence, the relative strength of the convective -cells is 
also a function of the buoyancy parameter Ra*, although the 
appearance of these cells is always governed by GrVRe. 

The production of recirculating cells and an increase in v 
with the buoyant force Ra* are further demonstrated in Fig. 9, 
which shows that the enhancement in vertical velocity with 
Rayleigh number is substantial. For example, the peak veloci
ty vm3X for Ra* = 100 is about 25 times larger than that for 
Ra* = 10. Also, consistent with the multicellular flow pattern 
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Fig. 11 Overall Nusselt number for mixed convection in horizontal 
porous layer with a finite heat source at the bottom 

observed in Fig. 8a, the velocity distribution for Ra* = 500 in
dicates two positive and one negative peaks. 

The variation in local heat transfer rate Nux with Ra* is 
reported in Figs. 10(a, b). Since GrVRe is large for each of 
these curves (Fig. 10«), the distribution of Nux is symmetric 
about x = O.Sd. However, the enhancement in overall heat 
transfer is small for Rayleigh number increasing up to 10, 
beyond which the heat transfer rate increases substantially 
with the Rayleigh number. 

The effect of the additional pair of convective cells (Ra* = 
500) on the enhancement in local heat transfer rate is clearly 
demonstrated in Fig. 10(a). On the top surface, a large frac
tion of energy is removed in a portion directly above the heat 
source. However, Nux is distributed over a large area beyond 0 
< x < d primarily due to the recirculating flows (Fig. 106). 

Overall Heat Transfer 

To present the overall heat transfer rate, an average Nusselt 
number has been obtained as 

Nu = hL/k - r 
Jo 

dd/dY(Y=0)dX (12) 

For a fixed Peclet number, Nu always increases with the 
buoyancy parameter Ra*. However, the rate of increase in Nu 
with Ra* strongly depends on both Ra* and Pe*. The lower 
the Peclet number and the higher the Rayleigh number, the 
larger is the rate of increase in Nu (Fig. 11, Table 1). 

The variation in overall Nusselt number with Peclet number 
is, however, not straightforward. When Ra* < 1, the overall 
heat transfer rate remains almost constant up to Pe* :£ 1 
beyond which it increases monotonically with the Peclet 
number (Fig. 11). However, contrary to our intuition, this 
behavior is altered when the Rayleigh number is high. Indeed, 
the Nusselt number for Ra* = 100 decreases when the Peclet 
number is increased beyond unity. It reaches a minimum at 
Pe* < 5 before it starts increasing with the Peclet number. A 
much larger reduction in Nu is observed when the Rayleigh 
number is 500. The overall heat transfer rate decreases by 
about 24 percent when the Peclet number is increased from 0.1 
to 19 for Ra* = 500 (Fig. 11). This is consistent with our 
earlier discussion of the combined effects of externally in
duced flow and buoyancy on the temperature and flow fields. 
A recent experimental study of mixed convection in a horizon
tal porous annulus also supports this observation (Vanover 
and Kulacki, 1987). 

From Fig. 11, it can now be easily concluded that for Pe* < 
1, the Nusselt number is almost independent of the forced 
flow, i.e., 

Nu =/(Ra*), for a fixed H and Pe* < 1 (13) 

This situation characterizes the dominant buoyant effects and 

negligible forced convection. It should also be noted that the 
additional pair of convective cells in the case of Ra* = 500 
and Pe* = (XI has very small effect on the overall heat 
transfer rate; Nu increases by only 1.9 percent when the Peclet 
number is reduced from 0.5 to 0.1. 

At lower Rayleigh numbers, the externally induced flow 
enhances the heat transfer, and the Nusselt number increases 
monotonically with the Peclet number when Pe* > 1. The 
slope of the Nusselt number curve, thus, increases from 0 to 
0.5, a value reported for the forced convection (Cheng, 1977), 
e.g., the slope is 0.49 for 10 < Pe* < 50 when Ra* = 1 (Fig. 
11). Similar behavior is demonstrated by the Nusselt number 
curve for Ra* = 10. Indeed, the two curves are very close to 
each other for Pe* > 20, which clearly indicates that the 
forced convection dominates when Ra < 10 and Pe* > 20. 
However, much larger Peclet numbers are required for these 
curves to attain a slope of 0.5 when the Rayleigh number is 
high. 

Finally, the overall Nusselt number for high Peclet number 
and low Rayleigh number may be compared with that ob
tained for forced convection and also, with the boundary layer 
solutions of Cheng (1977), for forced convection on an im
permeable, isothermal horizontal surface. Table 1 shows that 
the predicted values of Nusselt number for Ra* = 1 are in 
close agreement (within 1 percent) with the forced convection 
results. The difference, however, increases with the Rayleigh 
number. 

Furthermore, the flat plate solution for Pe* = 5 (Cheng, 
1977) predicts a Nusselt number 9.6 percent lower than that 
obtained here for forced convection in a bounded horizontal 
layer. The difference between the two values of Nu, however, 
reduces to 4.8 percent at Pe* = 50. A larger variation at a 
lower Peclet number may thus be attributed to a combined ef
fect of the boundary layer approximations in Cheng's solution 
and the presence of a cold top surface in the present 
configuration. 

To the authors' knowledge, no study has been reported in 
the literature with which to compare the present results direct
ly. It may, however, be noted that Cheng (1977), and Hsu and 
Cheng (1980) have provided the asymptotes for free and 
forced convection, and the criteria for their relative strength. 
No such generalized correlations could be obtained in the pres
ent case due to the lack of sufficient data. Nevertheless, the 
bounds have been presented in terms of their significant 
contributions. 

Conclusion 

Two-dimensional, steady mixed convection in a horizontal 
porous layer has been numerically studied for the case when a 
finite isothermal heat source is located on the bottom surface. 

Journal of Heat Transfer MAY 1988, Vol. 110/401 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The governing parameters are the Rayleigh number, the Peclet 
number, and the size of the heat source. The computational 
results show that an increase in Rayleigh number perturbs the 
externally induced flow field, and produces bicellular recir
culating flows in a region close to the heat source. The recir
culation exists together with the main flow. At high Rayleigh 
numbers, the flow field is (almost) diagonally symmetric 
whereas the temperature field, the vertical velocity, the local 
Nusselt number are all symmetric about a vertical plane at x = 
0.5d. Two pairs of convective cells are produced when the 
Rayleigh number is high and the Peclet number is low. A 
plumelike temperature field appears at high Rayleigh 
numbers, which is then drifted toward the downstream with 
an increase in the Peclet number. The extent of diffusion of 
energy in the upstream and downstream flows depends on the 
relative strength of free and forced convection. 

The overall heat transfer rate always increases with the 
Rayleigh number, but the effect of the Peclet number is not 
straightforward. There exists a critical Peclet number as a 
function of Ra* for which the heat transfer rate is minimum. 
Any increase in Pe* beyond this value enhances the contribu
tion of forced convection, whereas if the Peclet number is 
decreased, the free convective effects increase. When Pe* < 1, 
the heat transfer is dominated by buoyancy and the contribu
tion of forced convection is negligible. At high Peclet 
numbers, the ln(Nu)-versus-ln(Pe*) curve attains a slope of 
0.5, a value reported for the forced convection. For Ra* < 10, 
this is achieved when Pe* > 10. 
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Onset of Finger Convection in a 
Horizontal Porous Layer 
Underlying a Fluid Layer 
In the directional solidification of concentrated alloys, the frozen solid region is 
separated from the melt region by a mushy zone consisting of dendrites immersed in 
the melt. Simultaneous occurrence of temperature and solute gradients through the 
melt and mushy zones may be conducive to the occurrence of salt-finger convection, 
which may in turn cause adverse effects such as channel segregation. We have con
sidered the problem of the onset of finger convection in a porous layer underlying a 
fluid layer using linear stability analysis. The eigenvalue problem is solved by a 
shooting method. As a check on the method of solution and the associated computer 
program, we first consider the thermal convection problem. In this process, it is 
discovered that at low depth ratios d (the ratio of the fluid layer depth to the porous 
layer depth), the marginal stability curve is bimodal. At small d, the long-wave 
branch is the most unstable and the convection is dominated by the porous layer. At 
large d, the short-wave branch is the most unstable and the convection is dominated 
by the fluid layer, with a convection pattern consisting of square cells in the fluid 
layer. In the salt-finger case with a given thermal Rayleigh number Ram - 50, as the 
depth ratio d is increased from zero, the critical salt Rayleigh number Rasm first 
decreases, reaches a minimum, and then increases. The system is more stable at 
d>0.2 than at d = 0. This rather unusual behavior is again due to the fact that at 
small d, convection is dominated by the porous layer and, at large d, convection is 
dominated by the fluid layer. However, in the latter case, the convection pattern in 
the fluid layer consists of a number of high aspect ratio cells. 

1 Introduction 

In the directional solidification of concentrated alloys, 
when the mold is cooled from below, the solid frozen region at 
the bottom is separated from the liquid region above by a 
mushy zone consisting of dendrites immersed in the melt. In 
the theoretical and computational considerations of the mushy 
zone, it is regarded as a porous layer with variable permeabili
ty (Hills et al., 1983; Maples and Poirier, 1984). Through the 
mushy zone and part of the melt region, the temperature and 
the concentration of the component that has a higher melting 
point both increase upward. This simultaneous increase in the 
temperature and concentration is the situation in which finger 
convection is likely to occur. In actual castings and laboratory 
experiments with NH 4C1-H 20, channel segregation or 
freckles have been observed to form (Copley et al., 1970; Sam
ple and Hellawell, 1984). It has been suggested by Copley et al. 
(1970) that these may be the result of finger convection. A 
more detailed review of the channel segregation phenomenon 
has been given recently by Glicksman et al. (1986), in which 
the effect of double-diffusive convection on the interaction of 
flows with a crystal-melt interface is clearly and concisely 
discussed. In this paper, we study the hydrodynamic problem 
of the onset of finger convection in a porous layer of constant 
porosity underlying a fluid layer. 

The onset of salt-finger convection in a porous layer has 
been considered by Nield (1968) and Taunton et al. (1972). It 
is known, however, that when a porous layer is underlying a 
fluid layer, the critical condition for the onset of thermal con
vection when the system is being heated from below is con
siderably different from that for a porous layer alone. Sun 
(1973) was the first to consider such a problem, and he used a 
shooting method to solve the linear stability equations. The 
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results show that the critical Rayleigh number in the porous 
layer, Ra,„, decreases continuously as the thickness of the 
fluid layer is increased. He further considered the effect of 
volumetric heat generation in the porous layer. He also per
formed experiments to verify his predictions. Nield (1977) for
mulated the problem with surface-tension effects at a defor-
mable upper surface included. He obtained asymptotic solu
tions for small wavenumbers for a constant-heat-flux bound
ary condition. Somerton and Catton (1982) departed from the 
formulations used by Sun and Nield by including the 
Brinkman term in the Darcy equation for the porous layer. 
They solved the problem of a volumetrically heated porous 
layer underlying a fluid layer by the Galerkin method. More 
recently, Taslim et al. (1985) and Pillatsis et al. (1986) con
sidered the convective stability of a porous layer sandwiched 
between two fluid layers. Their method of solution involved 
the use of rapidly convergent power series, and results have 
been obtained for d up to 0.1. 

In this paper, we consider the additional effect of a salinity 
gradient. We first formulate the linear stability equations for a 
porous layer underlying a fluid layer with temperature and 
salinity gradients existing in both layers. The eigenvalue prob
lem is then solved by a shooting method. To validate our 
method of solution and the associated computer program, we 
first compare our results with those of Sun (1973) for the ther
mal convection case. We then present the results for the onset 
of salt-finger convection. 

2 Governing Equations 

We consider a porous layer of thickness dm underlying a 
fluid layer of thickness d. The top of the fluid layer and the 
bottom of the porous layer are bounded by rigid walls which 
are kept at different constant temperatures and salinities. For 
the salt-finger case, the temperature and salinity at the bottom 
boundary are lower than those at the upper boundary. A 
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Cartesian coordinate system is chosen with the origin at the in 
terface between the porous and fluid layers and the z axis ver 
tically upward. The continuity, momentum, energy, and con 
centration equations for the fluid layer are, respectively, 

V«u = 0 

Po 
du 

+ u» Vu = -VP + iiV2u-p0g[\-a(T-T0) 

(PoC„)/[-

+ /3(S-S0)]k 
dT 

+ U-VT dt 
-kfV

2T 

dS 

~~dT 
+ wVS = DfV

2S 

The same equations for the porous layer are 

V u „ , = 0 

Pa 3um 

0 dt 

(p0cPr 

v x n. 

dt 

u„,-p0g[l -a{Tm-TQ) 
K 

+ P(Sm-S0)]k 

+ (PoCp)fum.vTm=k*V2Tm 

dt 
+ u„,-VS„,=D,„V2S„: 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

It is noted that the nonlinear term has been neglected in the 
momentum equation for the porous layer, and the effects of 
cross diffusion are neglected. In both sets of equations, the 
Boussinesq approximation has been applied. The boundary 
conditions are that at the upper boundary z = d, T=TU, 
S = SU< and all velocity components vanish; at the lower 
boundary, z=-dm, T=Tt, S = S„ and the vertical com
ponents of the velocity vanish. At the interface (z = 0), T, S, 
heat flux, salt flux, and the normal stress must be continuous. 
Since in the Darcy equation there are no viscous stresses, con
tinuity of shear stress across the interface cannot be enforced. 
We apply the condition proposed by Beavers and Joseph 

(1967) in which the slip in the tangential velocity is propor
tional to the vertical gradient of the tangential velocity in the 
fluid. 

The steady basic state is quiescent; the eight equations 
reduce to the diffusion equations for temperature and salinity 
in the fluid and porous layers. Applying the boundary condi
tion that the temperature, salinity, heat flux, and salt flux 
must be continuous through the interface, we obtain the solu
tion 

and 

f=T0 + (T„-T0)z/d 

S = S0 + (Su-S0)z/d 

Tm = T0 + ( r 0 - T,)z/dm 

S„, =S0 + (SQ - S,)z/dm 

0<z<d 

-dm<z<Q 

(9) 

(10) 

where the values at the interface are 

T0 = (k*dT, + kjdm Tu)/(k*d + kjdm) (11) 

S0 = GDmrfS, + T>jdmSu)/(&md+ 2 V U (12) 

The pressure is hydrostatic and need not be presented here. 

2.1 Small Perturbation Equations and Boundary Condi
tions. The governing equations are linearized in the usual 
manner. To render the equations nondimensional, we choose 
separate length scales for the fluid layers and the porous layers 
so that both layers are of unit depth, as was done by Nield 
(1977). In this manner, the detailed flow fields in both the 
fluid and the porous layer can be clearly discerned for all 
depth ratios. For the fluid layer, we choose the characteristic 
length to be d, time to be dP-/\f, velocity to be v/d, 
temperature to be (Tu - T0) v/\f, and salinity to be 
(Su-S0) v/Df. For the porous layers, we choose dm, dl/\m, 
v/dm, (T0- Tt) c/X,„, and (S0~-S,) v/Dm for the corre
sponding characteristic quantities. 

The nondimensional equations, written in the same symbols 
for dimensional quantities, are 

a, am 

cP 

d,dm 

d 
Df, Dm 

33y, 3)m 

f 

8 
Gm 

k/, km 

k* 
k 

K 

= wavenumber in fluid 
and porous layers 

= specific heat of fluid 
at constant pressure 

= thickness of fluid and 
porous layers 

= depth ratio = d/dm 

= mass diffusivity in 
fluid and porous 
layers 

= p0CpDf, p0CpDm 

= planar function of 
normal mode expan
sion in fluid layer 

= gravity constant 
= (pcpy/(pcp)p ( ) • 

= *O /+(i-0)( ),„ 
= thermal conductivity 

in fluid layer and 
porous material 

= 4>kf+(.\-<ji)km 

= unit vector in z 
direction 

= permeability 

Le, Lem 

P 
Pr 

Ra, Ras 

Ra,„, Rajm 

S 
S 

T 
t 
u 

W 

w 

a 
& 

= Lewis numbers Df/\f, 
DmfKm 

= pressure 
= Prandtl number = v/\ 
= Rayleigh numbers of 

the fluid layer, equa
tion (19) 

= Rayleigh numbers of 
the porous layer, 
equation (20) 

= salinity 
= normalized dimen-

sionless salinity 
= temperature 
= time 
= velocity 

vector = («, v, ve) 
= normalized dimen-

sionless vertical 
velocity 

= vertical component of 
velocity 

= -pol(dp/3T) 
= Beavers-Joseph 

constant 

0 
8 

JT< 7S 

eT> eS 
6 

V' ^m 

11, V 

P 
a< °m 

4> 

Subscripts 
/ , m 

I, u 

0 

= Pol(dp/dS) 
= Darcy number 

= VK/dm 
= (Tu-T0)/(T0-Tt), 

(S„-S 0 ) / (S 0 -S f ) 
= \f/\m,Df/Dm 

= normalized dimen-
sionless temperature 

= thermal diffusivity of 
fluid and porous 
layers 

= dynamic and 
kinematic viscosities 

= density of fluid 
= complex growth rate 

in fluid and porous 
layers 

= porosity 

= fluid and porous 
layers 

= lower and upper 
boundaries 

= interface 
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\ P r 9f / s 

ar 
ar 

1 dS 

U dt 

+ w= v 2 r 

+ w= v 2 s 

(13) 

(14) 

(15) 

'5 2 1 

• * P r m & ' ) ' 

must be the same for the fluid and porous layers if matching 
of solutions in the two layers is to be possible, we must have 
a/d = am /dm and hence d = a/a,„. The growth factors u and um 

are generally complex. 
We denote the differential operators d/dz and d/dz,„ by D 

and Dp, respectively, and apply the normal mode expansion in 
the equations and boundary conditions as shown below: 

D4W~ (la2 + —S)D2W+ (a2 — + cA W= 

+ 1 V2w„, = Ra„, V\Tm -Ra„„ V\Sm (16) 

G'"~dT 

(j> dSm 

+ w„ = v 2 r „ 

Le„ dt 
+ w„ V2S„ 

(17) 

(18) 

a 2 Ra6-« 2 Ra s S 

D26-(a2 + o)6=W 

D2S-(a2 + —)§=W 
V Ley/ 

(26) 

(27) 

(28) 

\?\ = d2/dx2 + d2/dy2. With the chosen nondimensional seal 
ing, the buoyancy terms on the right-hand side of the momen
tum equations are directly proportional to the Rayleigh 
numbers. For the fluid layer, the Rayleigh numbers are de
fined as 

It is noted that all variables are perturbation quantities and L °„, \{Di a i ) w = -a
2
mRzm8m+a2

nKasm$m (29) 
2 = d2/dx2 + d2/dv2. With the chosen nondimensional seal- V </>Pr„, / " m '" " m 

D2
pdm-(ai+<jmGjem = Wm (30) 

&PK-(<+-j^K = wm (31) 

Ra = ga(Tu-T0)d
3/(v\f) 

Ra s =gftS„-S0)d
3/{vD/) 

(19) 

For the porous layer, the Rayleigh numbers are defined in 
terms of the permeability K 

Ra„, = ga(T0 - T,)dmK/(u\„) = Rd~\8eT)2 

Ra„„ = gP{S0-S,)dmK/{vDm) = Rastf-"(56s)
2 (20) 

The boundary conditions at the top and bottom walls are 

3w(l) 
w(l)=7U) = S(l)= — ± ± = w m ( - l ) 

dz 
= T m ( - l ) = S,„(- l ) = 0 (21) 

and those at the interface z = 0 are the continuity of velocity, 
temperature, salinity, heat flux, salt flux, and the normal 
stress 

w = dwm, yTT=eTTm, ysS = esS„, (22) 

Dd = erDpe„„ D§, = esDp§,m 

-DiW+a2DW=d4&~2DpWm 

dT 

~dz~ 
dT„, 

(-"+£) 
dzm dz 

a2 \ dw 
a? 

dS dS, 

dz 
d4 8~ 

dzm 

dz„, 

(23) 

(24) 

In addition, the Beavers-Joseph (1967) condition must be 
satisfied at the interface 

d2w 
-add 

_3w_ ^ 2 dw,f 
(25) 

dz2 V dz " dz„_ 

in which a is a constant approximately equal to 0.1 as deter
mined experimentally by Beavers and Joseph (1967). This con
dition has been supported experimentally and theoretically by 
Neale and Nader (1974), Beavers et al. (1974), and Nield 
(1983). We remark here that the solution is quite insensitive to 
a. Results obtained for a = 0.1 and 1 are practically the same. 

2.2 Normal Mode Analysis. We apply the normal mode 
expansion on the dependent variables as follows: 

(w, T, S)=im.z), 0(z), Hz)] f(x, y)e°< 

where 

V2
2f+a2f=0 

and similarly for the variables in the porous layer. The separa
tion constants a and am are nondimensional horizontal 
wavenumbers. Since the dimensional horizontal wavenumber 

The boundary conditions are 

W(\) = W) = &(\) = DW{\)=Wm(-\) 

= U - 1 ) = S„,(-1) = 0 (32) 

At the interface z = 0 

W=dWm, yT8 = eTdm, ysS = esSm (33) 

(34) 

(35) 

D2W=adh~\DW-d2DpWm) (36) 

It is known that the principle of exchange of instabilities 
holds for salt-finger convection in pure fluid layer or a porous 
layer. It is reasonable to assume that, for the present situation, 
the principle also holds, and the onset of instability is in the 
form of steady convection. In the following calculations, a 
and am are set to zero identically, and the solution no longer 
depends on the Prandtl number. 

The eigenvalue problem consists of an eighth-order ODE in 
the fluid layer and a sixth-order ODE in the porous layer, with 
14 boundary conditions. For the salt-finger case, temperature 
is stabilizing and salt is destabilizing. We may regard Ra, Ram, 
d, h, and all properties of the fluid and the porous medium as 
given, and we seek the eigenvalues Ra„„ (and Ras) for given 
am (and a). 

3 Method of Solution 

A fourth-order Runge-Kutta (Forsythe et al., 1977) 
shooting method is applied to solve these ordinary differential 
equations with the relevant boundary conditions. Shooting 
starts at the interface and ends at the top and the bottom 
boundaries. For each shooting process, 14 initial conditions 
are needed at the interface, 7 of these are known and the other 
7 must be guessed. A so-called unit disturbance method (see, 
for example, Sparrow et al., 1964) is applied here for the in
itial guesses. The method consists of setting one of the guesses 
to be unity and the others to be zero and carrying out the 
shooting for as many times as the number of initial guesses. 
After shooting seven times, we obtain an array of boundary 
values at the top and the bottom walls: W(\), 8(1), S(l), 
DW(l), WJ-l), < U - D , and S m ( -1 ) . They are not 
necessarily equal to zero as the boundary condition requires. 
However, a linear combination of the initial guesses should 
yield a solution which satisfies the boundary condition. 
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Table 1 Comparison of critical conditions for the thermal 
convection case; er = 0.7, 8 = 0.002, a = 0.1 

Sun (1973, 
Present study Table 3.5) 

d 

0.001 
0.01 
0.04 
0.10 
0.11 
0.12 
0.13 
0.33 
0.5 
1.0 

-Ram 

39.422 
36.702 
24.772 
19.093 
14.294 
10.242 
7.535 
0.2069 
0.0410 
0.0027 

"m 

3.14 
3.02 
2.35 
2.14 

23.41 
21.60 
20.05 
8.29 
5.55 
2.82 

" Ra,„ 

39.426 
37.951 
26.331 
18.197 
17.284 
16.370 
15.426 
_ 
_ 
-

am 

3.14 
3.10 
2.50 
2.20 
2.20 
2.20 
2.20 
_ 
-
-

Hence, we obtain a seven-by-seven determinant that involves 
all the parameters, in particular, Ra jm, am> Ram, and d. Set
ting this determinant to zero, the eigenvalue Rajm can be ob
tained by bisection algebra for a chosen wavenumber am. In 
the present computation scheme, it usually takes 10 to 15 
bisections to reach the zero value of the determinant. By 
definition, the zero value is reached when the value of the 
determinant is less than 10"3S of the original value. 

It is noted here that the shooting method fails when the dif
ferential equations become too stiff (Antar, 1976). In the 
present case, the stiffness of the equations is related to d; the 
larger the d, the stiffer the equations. Using the fourth-order 
integration subroutine, the present method can successfully 
handle problems of depth ratios up to 1.5. For larger values of 
d the stability of the system is controlled by the fluid layer, as 
discussed below. It would then be more efficient to refor
mulate the problem by defining a new depth ratio as d„,/d. 

Having obtained the eigenvalue Ra jm, we proceed to com
pute the eigenfunctions W, 9, and S in the fluid layer and Wm, 
9m, and Sm in the porous layer. This is accomplished by deter
mining the coefficients of the linear combinations of the initial 
unit disturbances using the system of seven homogeneous 
algebraic equations previously obtained. The seven coeffi
cients are determined to within an arbitrary constant. With 
these coefficients known, we can then start with the "correct" 
initial conditions and integrate across the layers to obtain the 
vertical velocity, temperature, and salinity perturbations. All 
these perturbation quantities are determined to within an ar
bitrary constant. 

4 Results and Discussion 

We first check our calculation procedure and associated 
computer program by comparing the results of pure thermal 
convection with the results of Sun (1973). In this process, we 
have uncovered some interesting aspects heretofore over
looked by the previous investigators. We then present the 
results for the salt-finger case. 

4.1 Thermal Convection Case. In his Ph.D. thesis, Sun 
(1973) considered the onset of thermal convection in a two-
layer system. He presented results of calculations for depth 
ratios d from 0.001 to 0.15 fo re r = 0.7, 5 = 0.002, and& = 0.1. 
Using the same values of these parameters, we have computed 
the results for d up to 1.0. The results for e?<0.15 are com
pared in Table 1. We note here that in the present case with 
heating from below, the Rayleigh number as defined in equa
tion (20) is negative. It can be seen that for d< 0.10, the agree
ment is quite good. Beyond that depth ratio, the bimodal 
nature of the marginal stability curve was overlooked by Sun; 
therefore, his results are incorrect. 

For subsequent calculations, we have used a slightly dif
ferent 5 = 0.003, which corresponds to a 3-cm layer of 3-mm-
dia glass beads. The marginal stability curves at a number of 

WAVE NUMBER 

Fig. 1 Marginal stability curves for the thermal convection case 

DEPTH RATIO 

Fig. 2 Variation of critical Ram and am with 6 for the thermal convec
tion case 

depth ratios are shown in Fig. 1. For small depth ratios 
<0.14, the marginal stability curves are bimodal, exhibiting 
two relative minima. For d<0.13, the long-wave branch is the 
most unstable, whereas for rf>0.13, the short-wave branch is 
the most unstable. At higher d, the relative minimum in the 
long-wave region disappears. Since Sun (1973) constructed the 
marginal stability curve only in a small range of wavenumbers 
in the neighborhood of the long-wave critical point, he missed 
this interesting facet of the problem. The precipitous drop of 
the critical Ram with increasing d and the rapid change of the 
critical wavenumber are shown in Fig. 2. The kink in the Ra,„ 
curve at d=0.\2 corresponds to the sudden jump from one 
mode to another. The wavelength decreased almost tenfold at 
that point. 
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Fig. 3 Streamline pattern and W for the thermal convection case: (a) 
d = 0.1; (b) d = 0.12; (c) d = 0.13; (d) d = 0.33 
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Fig. 4 
layers 

The critical thermal Rayleigh numbers tor the porous and fluid 

In an effort to understand the cause for such a modal 
change, we present the eigenfunction W together with the 
streamline patterns for four depth ratios in Fig. 3. For each of 
the cases presented, the value of W has been normalized so 
that its maximum magnitude is 1.0, and it is shown on the left 
of the figure. The porous layer extends from 0 to - 1 in the 
vertical direction, and the fluid layer extends from 0 to d. The 

width of the streamline plot is the critical wavelength. It is seen 
that for d=0.\0, the convection pattern is dominated by the 
porous layer, with each convection cell having a width of the 
same order of magnitude as the porous layer depth. At 
<i=0.13, the convection is now dominated by the fluid layer 
and the dramatic reduction of the critical wavelength is clearly 
evident. For 0.13 < d, the convection is dominated by the fluid 
layer; the convection cells in the fluid layer are nearly square, 
with the circulation in the porous layer diminishing in 
strength. For d>0.5, the velocity in the porous layer is essen
tially zero. The modal change at d = 0.13 is the result of 
switching from a porous layer-dominated circulation to a fluid 
layer-dominated circulation. 

Physically, as d increases, the Rayleigh number of the fluid 
layer increases as dj, and it quickly exceeds the critical value 
and convection ensues. From equation (2), the critical value of 
- R a corresponding to the critical value of - R a m can be 
calculated, and these two critical Rayleigh numbers are shown 
in functions of din Fig. 4. The fluid layer Rayleigh number in
creases sharply to approximately 1100 and then continues to 
increase at a much smaller rate. It is known that for a Bernard 
problem with a fixed and a free boundary, the critical 
Rayleigh number is 1100. The porous interface behaves more 
like a free boundary than a fixed one. 

4.2 Salt-Finger Case. For the salt-finger case, the initial 
temperature distribution is stabilizing. We seek the critical salt 
Rayleigh number that will cause the onset convection. In all 
results reported here, we assume that the value of the initial 
stabilizing Ram is 50. This is a reasonable assumption for a 
laboratory system consisting of 3-mm glass beads and salt 
solution of small concentration. Other property values needed 
for the calculation are assumed to be 5 = 0.003, e r = 0.7, 
es = 3.75, yT = d/eT, and ys = d/es. These values are for salt
water solutions with 3-mm glass beads as the solid matrix. 

The marginal stability curves for a number of depth ratios 
are shown in Fig. 5(a). It is seen that the curves for d= 10"4 

and 10 ~2 are almost indistinguishable from each other and the 
critical salt Rayleigh number (Rasm = 88.91) is very close to the 
value Ra„, +4ir2 predicted by Nield (1968) for a porous layer. 
As d is increased to 0.1, the curve moves downward, as ex
pected, and results in a lower critical Rasm. However, as d is 
increased to 0.5, the state actually becomes more stable as the 
marginal stability curve moves upward. For the two higher 
depth ratios, d= 1.0 and 1.5, the results are nearly the same as 
the one for d=0.5. 

Ever mindful of the possible bimodal nature of the marginal 
stability curves, we have extended our calculations to a,„ = 20 
for d=0.2 and 1.0, as shown in Fig. 5(b). Although the 
marginal stability curve is bimodal, the local minimum at the 
high wavenumber branch is at a much larger Rayleigh number 
than the one at the low wavenumber branch. This situation re
mains the same for all depth ratios considered. 

The critical salt Rayleigh number Rai;„ and wavenumber a„, 
for depth ratios from 0.01 to 0.5 are presented in Table 2. 
These results are graphically displayed in Fig. 6. It can be seen 
that there is a critical depth ratio d=0.044 that gives the 
lowest RaJm of 83.42. For d>0.5, Raim is almost con
stant = 104. The wavenumber exhibits the same behavior, be
ing the smallest at the critical depth of 0.044, and approaches 
a nearly constant value of 4.4 for <i>0.5. 

In order to understand this phenomenon, we examine the 
eigenfunction W and the streamline patterns for four depth 
ratios, as shown in Fig. 7. Up to a depth ratio of d= 0.05, Fig. 
7(a), the convection is dominated by the motion in the porous 
layer and the convection cell is nearly square in the combined 
layers. However, at d=0.\, Fig. 7(b), a small cell appears in 
the fluid layer. At d=0A, Fig. 7(c), there are two cells in the 
fluid layer and the circulation strength in the porous layer is 
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Table 2 Critical conditions for the salt-finger case with 
Ram=50 

d 

0.01 
0.042 
0.044 
0.05 

am 

3.1 
2.7 
2.7 
2.7 

Ra.OT! 

88.91 
83.43 
83.42 
83.48 

d 

0.10 
0.20 
0.40 
0.50 

am 

2.8 
3.6 
4.3 
4.3 

Ra.™ 

85.59 
97.23 

103.37 
103.96 

8 = 0.003, er = 0.7, cs = 3.75, 7 r = d/e T< Is ••d/e. 

Fig. 7 Streamline pattern and IV for the salt-finger case with Ram = 50 
and 5 = 0.003: (a) d = 0.05; (b) c? = 0.1; (c) rf=0.4; (d) d = 0.5 

diminishing. Eventually, at d=0.5, Fig. 7(d), there are three 
high aspect ratio cells in the fluid layer and the vertical velocity 
in the porous layer is essentially zero. 

From the flow patterns, it may be concluded that the ex
istence of the critical depth ratio for the minimum critical 
Rasm is related to the switching of the convection dominated 
by the porous layer to that dominated by the fluid layer. In 
contrast to the thermal convection case in which single-cell 
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convection prevailed in the fluid layer-dominated convection 
regime, multicell convection prevailed in the salt-finger case. 
It is this multicell configuration which rendered the entire 
system more stable. This conclusion awaits the confirmation 
of experimental results. 

5 Conclusions 

For the thermal convection case, the critical IRam I 
decreases precipitously with increasing depth ratio. The 
marginal stability curve is bimodal for small depth ratios. For 
the example case calculated, if cf<0.12, the long-wave branch 
is the most unstable and the convection is dominated by the 
porous layer. For d>0.12, the short-wave branch is the most 
unstable and the convection is dominated by the fluid layer. 

For the salt-finger case with Ra,„ = 50 and other property 
values appropriate for salt-water solutions with 3-mm glass 
beads as the solid matrix as^specified in Section 4.2, there ex
ists a critical depth ratio (d= 0.044) below which the critical 
Rasm decreases with increasing c? and above which the critical 
Ra„„ increases with increasing d. For d>Q.2, the combined 
system is more stable than the porous layer alone. The critical 
depth phenomenon is also related to the switching of porous 
layer-dominated convection to the fluid layer-dominated con
vection. But, in this case, the convection pattern in the fluid 
layer consists of a number of wide and flat cells, which 
rendered the flow more stable. This last effect awaits ex
perimental confirmation. 
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Developing Laminar Mixed 
Convection With Solidification in a 
Vertical Channel 
Solidification of both high and low Prandtl number fluids (n-octadecane and 
aluminum) is considered for downward, mixed convection in the entrance region 
between vertical parallel plates symmetrically cooled below the fusion temperature. 
A continuum model is used to formulate a set of steady, two-dimensional partial dif
ferential equations, which include the influences of both axial diffusion and thermal 
buoyancy. The equations are solved using a fully elliptic, control-volume-based 
finite-difference scheme. Results reveal that, for a given phase change system, con
ditions are uniquely determined by a Grashof-to-Reynolds number ratio, Gr/Re, a 
Peclet number Pe, and a characteristic dimensionless temperature. Limiting cases in
volving both large and small values of Pe have been considered, and the effect of 
Gr/Re on thermally induced flow reversal in the fluid core has been determined. 

Introduction 

The analysis of discrete phase change in the presence of 
forced fluid motion has received considerable attention during 
the past two decades, and the subject has been recently re
viewed by Cheung and Epstein (1984). Problems which in
volve external forced flows include spacecraft heat shield abla
tion, the melting of large polar ice masses, and cutting opera
tions involving the impingement of hot liquid or gaseous jets 
on solid workpieces. Applications involving internal forced 
flows include the freezing of heat exchanger working fluids, 
the formation of ice layers in domestic water supply lines, and 
solidification within nozzles of industrial metal casting 
operations. 

The analysis of internal solidification is complicated by the 
strong coupling that exists between the confined fluid core and 
the solidified layer. In the early work of Zerkle and 
Sunderland (1968), which concerned steady, laminar flow in a 
circular tube, freezing was imposed on an isothermal fluid in 
hydrodynamically fully developed flow. Thermal buoyancy 
and axial conduction were neglected, and the liquid core 
velocity profile was assumed to be parabolic throughout the 
chill region. With an appropriate coordinate transformation, 
the problem could then be reduced to the classical Graetz 
problem without solidification. However, the model 
significantly underpredicted experimental results for water, 
suggesting that thermal buoyancy effects were important. The 
model was subsequently applied to flow between parallel 
plates (Lee and Zerkle, 1969) and extended to accommodate 
an externally imposed convective boundary condition (Cheng 
and Wong, 1977). 

Ozisik and Mulligan (1969) used a slug flow approximation 
in the liquid core to analyze transient solidification in an 
isothermal circular tube. However, thermal buoyancy and ax
ial conduction were neglected, and to permit the assumption 
of quasi-steady, unidirectional conduction in the solid layer, 
variations of solid layer thickness with time and axial position 
were also neglected. Comparisons of predictions with the data 
of Zerkle and Sunderland (1968) were generally favorable, 
although heat transfer rates were still underpredicted. 

Combined thermal and hydrodynamic development during 
transient solidification in an isothermal tube has been ana
lyzed by Hwang and Sheu (1976). Axial conduction and ther
mal buoyancy were again neglected, quasi-steady approxima-
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Keywords: Mixed Convection, Phase-Change Phenomena. 

tions were invoked, and axial variations in solid layer 
thickness were presumed small. Hence, except for inclusion of 
a flow constriction parameter in the axial pressure gradient 
term, conservation equations for the liquid core reduced to 
those of the combined entry region problem without 
solidification. To minimize the influence of thermal buoyan
cy, experiments with water were conducted using a tube 
diameter that was approximately four times smaller than that 
used by Zerkle and Sunderland. The significant reduction in 
experimental heat transfer rates and the improved agreement 
with predictions suggested that the Zerkle and Sunderland 
data were significantly influenced by mixed convection 
phenomena. 

More recently, Toda et al. (1986) analyzed transient 
solidification in an isothermal tube using a finite-difference 
scheme. Liquid core velocity profiles were computed and axial 
conduction was considered, but the effects of thermal buoyan
cy were again neglected. 

In each of the foregoing analyses, simplifying assumptions 
severely limit the range of applicability of the results. For ex
ample, axial conduction in the fluid core may be important 
when Peclet numbers are small. Similarly, the neglect of axial 
conduction in the solidified layer may be inappropriate for 
systems exhibiting rapid axial solid layer growth. In addition, 
thermal buoyancy can significantly influence solidification for 
superheated liquids and/or small mass flow rates. Hence, the 
significance of axial conduction and thermal buoyancy 
depends on the phase change system and the external 
boundary conditions. Furthermore, due to local variations in 
core fluid velocities and temperatures, the influence of these 
phenomena depends on axial position. 

In this study, solidification of a pure substance is considered 
for downward, mixed convection between vertical parallel 
plates symmetrically cooled below the fusion temperature. 
Contrary to previous investigations, attention is focused on 
solidification in the entry region of systems exhibiting rapid 
axial solid layer growth. In addition, the effects of both axial 
conduction and assisting thermal buoyancy are delineated 
through appropriate selections of fluid Prandtl numbers, en
try liquid superheats, and imposed mass flow rates. 

Mathematical Model 

Solidification of a pure phase change material is considered 
within a vertical, two-dimensional parallel plate channel of 
aspect ratio L/W=2 (Fig. 1). Initially, the entire channel 
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Fig. 1 Model schematic and coordinate system 

(—Le<x<L) is insulated and superheated liquid at a uniform 
temperature T0 enters at x = — Le with a fully developed 
parabolic velocity profile characterized by a mean velocity u0. 
At time t = 0, both vertical boundaries (0<x<L) are brought 
to a temperature Tw, which is below the fusion temperature 
Tf. Although the subsequent solidification process is tran
sient, it is the final, steady-state conditions that are considered 
in the calculations of this study. 

Steady-state conditions are governed by conservation equa
tions for mass, momentum, and energy, which may be ex
pressed in continuum form as 

V»(pV«)= V ^ V t O - ~dx 
-pg0T(T-To) 

dP 
V-(pYv)= v ( / * V t > ) — — 

By 

V»(pV/i)= V - ( — V h ) + V - ( — V ( h s - h ) \ 

(2) 

(3) 

(4) 

Each of the phase enthalpies is defined by an expression of the 
form 

io^*' dT+hi (5) 

and the Fourier diffusion flux k V 7" is separated into two com
ponents to eliminate temperature as an explicit dependent 
variable. Except for the buoyancy force appearing in the x-
momentum equation, the continuum density p is assumed con
stant, and continuum enthalpy and thermal conductivity are 
defined as 

h = hs+fl(hl-hs) (6) 

k = k,+f,(k,-ks) (7) 

Thermophysical properties of each phase are also assumed 
constant, and the continuum viscosity /n is expressed as the 
harmonic mean of the phase viscosities, in the limit as /t̂ —-co. 
That is 

(8) 

Phase enthalpies defined by equation (5) are related to 
temperature by the expressions 

K = csT (9) 

hl = c,T+{(cs-cl)Tf+hf] (10) 

where hj is the latent heat of fusion. Hence, from equilibrium 
thermodynamic considerations, the liquid mass fraction may 
be expressed as 

// = 

0 h*csTf 

(11) 

y ( p V ) = 0 (1) 

{h-csTf)/hf;csTf<h<(csTf + hf) 

1 ; h>(csTf + hf) 

The assumption of constant phase specific heats and ther-

c 
Dh 

f 
S 

Gr 

h 
h° 

hf 
k 

k* 

L 
Le 

P 

= specific heat 
= hydraulic diameter = 2W 
= mass fraction 
= gravitational acceleration 
= Grashof number = 

gpT(T0-Tf)Dl/vj 
= enthalpy 
= enthalpy evaluated at 

T = 0 
= latent heat of fusion 
= thermal conductivity 
= thermal conductivity ratio 

= ks/ki 
= axial length of chill region 
= axial length of unchilled en

try region 
= pressure (isotropic stress 

component) 

p* 

Pe 
Pr 

Q 
q* 

Re 

T 
T-"* 

u,v 
U*, V* 

V 
W 

x,y 

= dimensionless pressure 
= P/pul 

= Peclet number = RePr 
= Prandtl number 
= heat flux 
= dimensionless heat flux 

= qDh/ks(Tf-Tw) 
= Reynolds number 

= u0D„/vi 
= temperature 
= dimensionless temperature 

= (T-TW)/(T0-TW) 
= velocity components 
= dimensionless velocity com

ponents; u* = u/u0; 
v* = vDh/al 

= velocity vector 
= plate spacing 
= Cartesian coordinates 

x*,y* = 

a = 
Pr = 

e = 

/* = 
v = 

P = 
V- = 

Subscripts 
/ = 
k = 
/ = 

o = 
r = 
s = 
w = 

dimensionless coordinates; 
x*=x/PeDh; y*=y/Dh 

thermal diffusivity 
thermal expansion 
coefficient 
dimensionless temperature 
= (Tf-T)/{T0-Tf) 
dynamic viscosity 
kinematic viscosity = n/p 
density 
stream function 

fusion 
phase designation 
liquid 
entry 
reference 
solid 
chilled wall 
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mal conductivities is a computational simplification suitable 
for solidification over moderate temperature ranges. No 
general restrictions are, however, associated with these prop
erties. While the viscosity of the liquid phase /z; is assumed 
constant, this assumption should not be confused with con
stant viscosity assumptions often invoked in multiple region 
solutions. The continuum viscosity defined by equation (8) is 
not constant by virtue of variations in the liquid mass fraction. 
Variations in continuum viscosity accommodate the con
stitutive transformation from the liquid (/) = 1) to solid (/) = 0) 
states. While often criticized for smearing discrete phase tran
sition, the viscosity behavior implied by equation (8) is, in 
fact, similar to that of empirical liquid viscosity data near the 
fusion temperature. Furthermore, for situations where quan
titative viscosity data are available, alternate descriptions of 
continuum viscosity could be readily accommodated within 
the framework of the present model. 

Difficulties arise when attempts are made to cast equations 
(l)-(4) into a meaningful dimensionless form. For example, 
the variation of solid layer thickness and flow cross-sectional 
area with axial position precludes the identification of mean
ingful length and velocity scales. Depending on the choice of 
these scales, alternative dimensionless forms may be obtained. 
Nevertheless, for the purpose of generalization and interpreta
tion, it is useful to present results in dimensionless form. 
Omitting details of the nondimensionalization procedure, it 
can be verified that, using the variables x*, y*, u*,v*,P*, and 
6 defined in the nomenclature, the present problem is 
characterized by five dimensionless parameters. The 
parameters, which depend on the phase change system (Pr, k*) 
and on externally imposed conditions (Gr/Re, Pe, 0,v), were 
chosen because of their ability to collapse predictions cor
responding to high Peclet numbers. 

While the parameters Gr/Re, Pe, and dw permit the 
generalization of the present results and reduce the high Peclet 
number n-octadecane results to a two-parameter dependence, 
they do not provide a convenient means for physical inter
pretation. The difficulty centers on the fact that the indepen
dent variation of any of the three physical (dimensional) 
parameters T0, T„, and u0 causes variations in two dimen
sionless parameters. For example, the influence of entry liquid 
superheat is not uniquely characterized by Gr/Re since 
changes in T0 influence both Gr and 6„. Similarly, the in
fluence of entry mass flow rate is not uniquely characterized 
by Pe since changes in u0 also influence Gr/Re. 

Solution Methodology and Model Validation 

Since each of the continuum equations (l)-(4) is valid 
throughout the entire solution domain, explicit consideration 
need not be given to internal boundaries between the solid and 
liquid phases. The need for moving numerical grids and/or 
coordinate mapping, as well as the prescription of interfacial 
boundary conditions, is therefore eliminated. As with conven
tional single-phase analyses, consideration need only be given 
to externally imposed boundary conditions. 

An elliptic, control-volume-based, finite-difference scheme 
(Patankar, 1981) has been used to solve the continuum equa
tions. The sequence of numerical operations is identical to that 
used to solve conventional single-phase problems. Coupling 
that exists between the energy and momentum equations is ac
commodated through iteration and underrelaxation. Within 
the iterative scheme, equations (6) and (9)-(ll) provide 
necessary descriptions of temperature fields for the evaluation 
of buoyancy source terms, as well as liquid mass fraction 
distributions for the evaluation of continuum viscosity, ther
mal conductivity, and solid-liquid interface position. Sup
plementary numerical calculations performed on grids ranging 
from 22x22 to 52x52 suggested that satisfactory grid in
dependence could be achieved using a biased 42 x 42 grid (Fig. 
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Table 1 Thermophysical property data for n-octadecane and aluminum 

Fusion Temperature, Tf (K) 

Latent Heat of Fusion, hf (J /kg) 

Mean Density, /) {kg/m ) 

Solid Specific Heat, cg {J/kg K) 

Liquid Specific Heat, C| (J/kg K) 

Solid Thermal Conductivity, k3 (W/m K) 

Liquid Thermal Conductivity, ks (W/m K) 

Dynamic Liquid Viscosity, //) (kg/m s) 

Thermal Expansion Coefficient, <̂ T ( l /K) 

Prandt l Number, Pr 

Thermal Conductivity Ratio, k 

n-Octadecane 

300.85 

2.44X105 

776.5 

2150.0 

2180.0 

0.358 

0.152 

3.9X10~3 

8.5X10"4 

55.9 

2.38 

Aluminum 

933.52 

3.95X105 

2542.5 

1076.0 

1080.0 

238.00 

94.03 

1.3X10~3 

1.2X10""1 

0.015 

2.53 

1). The predicted solid-liquid interface position for the finer 
52x52 grid deviated less than 5 percent from those for the 
42x42 grid. The adiabatic entry length Le was selected to be 
Z./10 for both high and low Prandtl number fluids. Calcula
tions performed for larger entry regions revealed only minor 
changes (<3.5 percent) in global parameters such as total 
solidified mass and cold wall heat extraction. Computations 
were carried out on a Cyber 205 super computer, requiring 
1000-2000 CPU seconds for high Prandtl number runs and up 
to 5000 CPU seconds for low Prandtl numbers. 

The continuum formulation and numerical procedures have 
been verified through comparisons with exact, one-
dimensional Neumann solutions. Using a uniform grid and a 
fixed numerical time step, predictions of interface location 
and phase temperature distributions were within 10 percent of 
the exact solution for a wide range of phase Stefan numbers 
and thermal diffusivities. For prescribed conditions, however, 
the numerical time step and grid could be adjusted to provide 
predictions that were indistinguishable from the exact solu
tion. Further verification of the formulation for diffusion-
dominated situations was achieved through agreement with 
reported two-dimensional solidification results (Shamsundar 
and Sparrow, 1975). 

The ability of the formulation to accommodate buoyancy-
driven flows accurately was verified through comparison with 
the deVahl Davis (1983) benchmark solution for single-phase 
thermally induced natural convection in a square cavity. For a 
42 x 42 grid, a Prandtl number of 0.71, and Rayleigh numbers 
up to 106, predictions of average Nusselt numbers were within 
2 percent of the benchmark solution. 

Results 

Calculations were performed for both large (n-octadecane) 
and small (aluminum) Prandtl number fluids. Thermophysical 
properties used for each system are listed in Table 1. 

Calculations for n-octadecane (Pr = 55.9) were performed 
for values of Gr/Re ranging from 500 to 8000, Peclet numbers 
ranging from 2800 to 11,200, and values of 6W between 50 and 
200. For a fixed temperature ratio 0W, however, solidification 
behavior was found to be independent of Peclet number. For 
example, for Gr/Re = 2000, 6W = \00, and Peclet numbers 
spanning the range 2800-11,200, solid-liquid interface pro
files were nearly indistinguishable and variations in total 
solidified mass were less than 3 percent. At large Peclet 
numbers, liquid core axial diffusion is negligible and signifi
cant axial temperature gradients are confined to the solidified 
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Fig. 2 Influence of Gr/Re on the velocity field and solid-liquid interface 
for n-octadecane (0W = 1OO): (a) Gr/Re = 500, (b) Gr/Re = 2000, (c) 
Gr/Re = 8000 
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Fig. 3 Influence of Gr/Re on streamlines for n-octadecane (0W = 100): 
(a) Gr/Re = 500, (b) Gr/Re = 2000, (c) Gr/Re = 8000 

layer. The range of 6W was chosen to insure rapid axial growth 
of the solid layer. 

Figures 2 and 3 illustrate velocity fields and streamlines for 
B„ = 100 and Gr/Re = 500, 2000, and 8000. Solid-liquid inter-

Fig. 4 Influence of d„ on velocity field and solid-liquid interface for n-
octadecane (Gr/Re = 2000): (a) 6W = 50, (b) 0W = 200 

face profiles shown in Fig. 2 represent lines of constant 
/ , = 0.5. For Gr/Re = 500, the influence of thermal buoyancy 
is small and energy transport in the fluid core is dominated by 
forced convection. Fluid acceleration near the solid-liquid in
terface, which accompanies the flow constriction, leads to a 
gradual "flattening" of the entry parabolic velocity profile. 
Since the flow is steady, streamlines coincide with the flow 
field pathlines and illustrate the converging trajectory of fluid 
particles as they proceed through the channel (Fig. 3a). 

The influence of assisting thermal buoyancy becomes evi
dent for Gr/Re = 2000. Although the solidification-induced 
flow constriction tends to accelerate the fluid core, buoyancy-
induced fluid acceleration near the solid-liquid interface and 
the constraint of mass conservation result in the establishment 
of a W-shaped exit velocity profile (Fig. 2b). The increased 
density of streamlines near the solid-liquid interface (Fig. 3b) 
illustrates the influence that assisting thermal buoyancy has on 
channeling flow in this region. As Fig. 2 indicates, increasing 
Gr/Re with 6„ held constant also increases the solid layer 
thickness. Physically, such behavior could be achieved by 
decreasing the mass flow rate (decreasing Re) or increasing 
(T0 - Tf) and (Tf-Tw) by equal amounts. 

For Gr/Re = 8000 (Figs. 2c and 3c), the imposed entry mass 
flow rate is no longer sufficient to feed strong buoyancy-in
duced flows. Consequently, flow reversal is established with 
inflow at the channel exit. While flow reversal has recently 
been discerned for single-phase, mixed convection in a vertical 
channel (Aung and Worku, 1986), to the authors' knowledge, 
the present results represent the first prediction of such 
behavior in the presence of solidification. As with single-phase 
mixed convection, Gr/Re is the primary parameter that 
governs the onset of flow reversal. Since the present results 
assume the channel exit (x=L) to be an outflow boundary, the 
onset of flow reversal, shown in Figs. 2(c) and 3(c), represents 
a limit beyond which meaningful solutions cannot be ob-
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Fig. 5 Dimensionless chilled wall heat extraction flux for n-
octadecane: (a) influence of Gr/Re, (b) influence of $w 

tained. For this reason, consideration has not been given to 
conditions for which Gr/Re > 8000. 

Figure 4 illustrates the effect of 6„ on the velocity field and 
solid layer profile for a fixed Gr/Re ratio of 2000. With Gr/Re 
held constant, (T0-Tf) is fixed and increases in 8W are 
associated with increases in (Tf—T„). Consequently, there is a 
significant increase in the solid layer thickness with increasing 
6„. However, since the liquid core remains in contact with 
solid at the fusion temperature, the change in dw has little ef
fect on the velocity field, which retains the characteristic W-
shaped profile associated with Gr/Re = 2000. Hence, it is the 
value of Gr/Re, which controls the relative influence of ther
mally induced and forced fluid motion, that has the dominant 
influence on the velocity field. 

Figure 5(a) illustrates the influence of Gr/Re on the dimen
sionless chilled wall heat extraction flux, q*„. For a prescribed 
set of conditions, the heat flux distribution is similar to that of 
the classical Graetz problem exhibiting, for example, the rapid 
decay corresponding to a thermal entrance region. For a fixed 
temperature ratio 6„, an increase in Gr/Re results in an in
crease in the solid layer thickness and hence a decline in 
dimensionless wall heat fluxes. Due to an increase in the solid 
layer thickness, which also accompanies an increase in dw, #£ 
also declines as 6W increases (Fig. 5b). 

In order to obtain solidification behavior comparable to 
results presented for n-octadecane, calculations for aluminum 
(Pr = 0.015) were performed for 0W = O.5, values of Gr/Re 
ranging from 10,000 to 20,000, and Peclet numbers ranging 
from 37.5 to 150. Contrary to predictions for the high Prandtl 
number M-octadecane, results for aluminum were not inde
pendent of the Peclet number. Hence, for a fixed value of 6W, 
results depended on both Gr/Re and Pe. 

Figures 6 and 7 illustrate the influence of Peclet number on 
the velocity field, solid layer profile, and isotherms for 
Gr/Re = 10,000 and 6W =0.5. Isotherms shown in Fig. 7 repre
sent lines of constant T* = (T- TW)/(T0 - T„), with T* equal 
to 0 and 1 at the chilled wall and channel entrance, respective
ly. All isotherms are plotted in increments of AT* =0.1. As 
shown in Fig. 6, an increase in Pe causes a slight reduction in 

Fig. 6 Influence of Peclet number on the velocity field and solid-liquid 
interface for aluminum (Gr/Re = 10,000, 0„ = O.5): (a) Pe = 37.5, (b) 
Pe = 75.0, (c) Pe = 150.0 

T =l 

l ( O r i—I—i—I 

Fig. 7 Influence of Peclet number on isotherms for aluminum 
(Gr/Re = 10,000, 6W = 0.5): (a) Pe = 37.5, (b) Pe = 75.0, (c) Pe = 150.0 

the thickness of the solidified layer, as well as a "flattening" 
of the velocity profiles. The influence of thermal buoyancy on 
liquid core velocity profiles becomes more pronounced at low 
Peclet numbers. 

While axial diffusion in the liquid core was essentially 
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Fig. 8 Dimensionless chilled wall heat extraction flux for aluminum 

nonexistent for the high Peclet number «-octadecane, Fig. 7 il
lustrates its significance for low Peclet number conditions. 
While the isotherms of Fig. 7 suggest that the effects of axial 
diffusion decrease with increasing Pe, axial temperature gra
dients remain significant for Pe=150. It is noteworthy that 
there is significant precooling, as well as some solidification, 
of the liquid upstream of the chilled region due to axial con
duction effects. 

While not graphically illustrated, the influence of Gr/Re on 
velocity fields and solid layer profiles for aluminum were 
similar in nature to those presented in Fig. 2 for w-octadecane. 
Exit velocity profiles for aluminum at Gr/Re = 20,000 and 
Pe = 75 resembled the W-shaped profiles observed for n-
octadecane at Gr/Re = 2000 (Fig. 2b). Flow reversal would, 
therefore, be expected for aluminum for Gr/Re values suffi
ciently in excess of 20,000. 

Dimensionless heat flux distributions for aluminum (Fig. 8) 
indicate a weak dependence on Peclet number. With increas
ing Peclet number (increasing Re) the thickness of the 
solidified layer decreases, causing an increase in q%. In addi
tion, as for the n-octadecane results, an increase in Gr/Re for 
a fixed dw causes a decline in q%. 

Conclusions 

Although laminar, mixed convection flow in a vertical 
parallel-plate channel has been extensively considered, the per
muted, yet important, problem of flow with solidification has 
received comparatively little attention. In the present study a 
continuum model, which includes axial diffusion and thermal 
buoyancy, has been used to investigate solidification for both 
large and small Prandtl number fluids. In general, steady-state 
behavior was found to depend on values of the dimensionless 
groups Gr/Re, Pe, and d„. 

For phase change systems characterized by large Prandtl 
numbers (for example, «-octadecane), Peclet numbers were 
sufficiently large to render the effects of axial diffusion 
negligible. Hence, for such systems, the influence of Peclet 
number was negligible and solidification behavior reduced to a 
dependence on only Gr/Re and dw. However, phase change 

systems characterized by small Prandtl numbers (for example, 
aluminum) and correspondingly small Peclet numbers were 
significantly influenced by axial diffusion and retained a 
Peclet number dependence. 

As for single-phase mixed convection problems, the 
parameter Gr/Re was found to characterize the relative effects 
of thermally induced and forced fluid motions. While forced 
convection dominated conditions were predicted for small 
values of Gr/Re, strong mixed convection behavior became 
evident with increasing Gr/Re. Effects were manifested by 
first a flattening of the velocity profile, the subsequent ap
pearance of a W-shaped profile, and finally the onset of flow 
reversal. Flow reversal resulted from inability of the imposed 
entry mass flowrate to sustain the strong acceleration due to 
assisting buoyancy forces near the solid/liquid interface. An 
increase in Gr/Re also caused an increase in the solid layer 
thickness and, hence, a reduction in the wall heat flux. 
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I Introduction 

An Experimental Study on Laser 
Annealing of Thin Silicon Layers 
A laser annealing technique directed toward producing single crystalline silicon on 
substrates is studied. In this paper the laser-induced melting of thin silicon films is 
studied experimentally. Direct heating of thin silicon layers on substrates is shown to 
produce a variety of different silicon melting patterns. A systematic study of these 
phase change phenomena has been performed. The important parameters are: (1) 
the laser beam power, (2) the laser beam intensity distribution, and (3) the speed of 
the translating silicon layer. Unstable silicon phase boundaries break up to form 
regions where solid and melt silicon coexist. Complicated silicon phase boundary 
patterns are shown. The experimental results showed the occurrence of organized 
patterns of alternating solid and liquid silicon stripes for two-dimensional heating 
distributions. Finally, temperature fields for the experimental operating conditions 
are calculated using an enthalpy model. 

Research objectives in the area of solid state electronics call 
for higher device performance and improved circuit packing 
density. New techniques are being introduced to overcome the 
present limitations of the conventional semiconductor 
material processing methods. Trends in this technology are 
toward smaller-sized and three-dimensional circuit devices. It 
is of fundamental interest to produce single-crystal, thin 
silicon layers on amorphous insulators. One of the most 
promising innovations toward this goal is the laser annealing 
technique (Hess et al., 1983). 

The most commonly used method to grow silicon layers is 
chemical vapor deposition (CVD). In this method, the constit
uents of a vapor phase, diluted with an inert gas, react at a hot 
surface to deposit a solid silicon film. The material ob
tained in this way has a definite crystalline structure; however, 
it presents imperfections, in the form of grain boundaries. 
These grain boundaries act as barriers to the movement of 
charge carriers across junctions. Thus, the value of this poly-
crystalline as an electronic device fabrication material is 
significantly reduced. This structure has been improved by the 
method of laser recrystallization. 

In this study the experimental results from a laser annealing 
technique are presented and discussed. The laser annealing 
technique has application to three-dimensional large-scale in
tegrated circuits. There has recently been a significant effort to 
produce electronic quality silicon-on-insulator. Several dif
ferent methods have been used to improve the quality of the 
silicon layer. 

This paper describes a method whereby a laser annealing 
procedure is applied to polysilicon that has been deposited on 
a silicon-oxide layer. The authors' approach and interpreta
tion to these experimental results is from a conductive heat 
transfer point of view. 

The central issue is the effective control of the associated 
solidification process. The need to understand the solidifica
tion for thin layers of silicon has sparked a number of ex
perimental efforts. Lemons and Bosch (1982) directly ob
served the melting of thin silicon films. They used continuous 
wave (CW) argon laser beams. The molten silicon spot was 
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viewed using three different methods: (1) the emitted light, (2) 
the reflected light, and (3) the transmitted light. They showed 
that both the solid and liquid silicon phases would coexist in a 
heated spot for a range of laser power. They observed 
numerous solid-silicon filaments that penetrated into the 
molten silicon pool. These silicon filaments formed fixed 
phase patterns within the silicon melt. The filaments are 
believed to be solid since their emissivity matches the sur
rounding hot solid silicon emissivity. A HeNe laser beam was 
also used to determine the phase of the heated silicon. The 
HeNe laser light was transmitted through the silicon filaments. 
This light transmission would be reduced for opaque liquid 
silicon. This result also suggests the filaments were solid 
silicon. These lamellae were identical when viewed from above 
the silicon layer or through the transparent substrate. This in
dicated that the solid filaments were continuous through the 
entire silicon film thickness. To explain the occurrence of 
these solid inclusions these investigators suggested two possi
ble models: (1) Impurities could be present in the system; the 
most probable impurity is oxygen acquired either from the 
ambient or from the substrate; impurities could segregate into 
the liquid silicon and lower its melting point, thus triggering 
the mechanism of constitutional supercooling; (2) phase 
separation in pure silicon melt. The authors did not elaborate 
on this second explanation. 

Coexisting solid and liquid silicon phases were also ob
served by Hawkins and Biegelsen (1983). In their studies no 
impurities could be detected by an Auger analysis. They 
demonstrated that the formation of lamellae is in fact an in
trinsic characteristic of radiatively induced thin silicon film 
melting. When the silicon melts it reflects more light. Thus, 
the neighboring solid silicon absorbs more heat relative to the 
melt. In the microscopic picture this appears as the unusual 
phenomenon of superheated solid lamellae coexisting with 
supercooled liquid. These lamellae initially occur at random 
spots within the molten silicon. These spots tend to move 
dynamically and coalesce into larger regions. Hawkins and 
Biegelsen used C02 laser irradiation to melt 0.6-/j,m-thick 
polysilicon films on glass substrates. They found that partial 
melting begins in the form of liquid lamellae; these lamellae 
have a minimum diameter of about 3 fim. As the laser power is 
increased, the molten pool expands in size. Solid inclusions 
persist in the liquid region. These structures are continuous 
through the thickness of the silicon layer. When the laser 
power exceeds a certain limit, the melt zone becomes uniform
ly liquid. Aligned and alternating liquid and solid stripes of 
silicon were also observed under continuous wave laser 
heating of thin silicon films on quartz substrates. 
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In this study an experimental apparatus was built for direct 
in-situ microscopic observations of the melting process. The 
laser beam parameters are varied and the resulting effects on 
the silicon phase change are studied. 

The difficulty in measuring the temperature at these 
microscopic length scales should be recognized. There are only 
a few reported temperature measurements corresponding to 
laser annealing experiments. Sedwick (1981) measured the 
maximum temperature during CW annealing by using a 
modified optical micropyrometer. The range of these 
measurements was 1025-1410°C and the estimated accuracy a 
few tens of degrees. Lemons and Bosch (1982) measured the 
emitted light from melted silicon. They analyzed the power 
spectra of the emitted light to determine the temperatures. The 
silicon spot diameter was approximately 200 fim. The single 
temperature value they assigned to the spectral data—an ac
curacy of ±50°C—indicates all the temperatures in the 
measured region. The experiments mentioned represent the ex
tent of published temperature measurements. It is not within 
the scope of this paper to measure the silicon layer 
temperature distribution. However, such data would be a 
valuable tool for the processing of materials on a microscopic 
scale. 

Experiments are presented for the melting of silicon by laser 
beams having circular Gaussian intensity distribution profiles. 
To study the propagation of straight phase boundaries, the 
laser beam shape is modified. To accomplish this a cylindrical 
lens is used to produce narrow, elliptic heating profiles. 

II Description of the Experimental Apparatus 

The experimental setup is shown in Fig. 1. A Lexel (model 
95-4) 4 W argon laser is used to heat the silicon. This laser 
operates on the fundamental mode (i.e., TEMQO). The laser 
beam has a Gaussian intensity distribution. The power level is 
set externally by adjusting the current through the plasma 
tube. The maximum nominal power obtained around the 
X = 0.5145 nm (green) line is 2.3 W. The laser beam 1/e2 irra-
diance diameter at the transmitter mirror is 1.3 mm (per 
manufacturer's specifications). The full angle of beam 
divergence is 0.6 mrad. 

The laser beam is focused using a symmetric convex glass 
lens. The measured paraxial focal length of this spherical lens 
is 110 mm. Elliptic beams with high aspect ratios can be ob
tained by placing a piano-cylindrical lens after the spherical 
lens. The measured focal length of this lens is 77 mm. 

The laser beam is directed toward the silicon sample that is 
fixed to a translation stage. The translation stage is moved in 
one direction by a piezoelectric motor controlled through a 
command module. Either a manual control or a minicomputer 
is used. The travel of the motor spindle is 50 mm. The max
imum constant translation speed is 2 mm/s. Both the transla
tion speed and the position of the stage are measured using a 
laser interferometer system. 

The experiments were performed on silicon samples pro
vided by Biegelsen (Hawkins and Biegelsen, 1983). These 

COMPUTER 

LASER 

INTERFEROMETER 

- FUNCTION 
GENERATOR 

PIEZOELECTRIC 
MOTOR 

TRANSLATION 
STAGE 

Fig. 1 Sketch oi the experimental setup. Silicon sample is positioned 
on the translation stage. Transmitted light is viewed through the 
microscope. 

/SiO;. ENCAPSULATION 

y//////////////////M— POLYSILICON 
LAYER 

' SUBSTRATE 

A 

LASER BEAM 
Fig. 2 Sketch of the silicon sample that was processed. A 0.57<m-thick 
silicon layer is shown to be deposited on a thick silicon-oxide layer. The 
deposited polysilicon layer is then covered with a 0.5-^m-thick glass 
layer. 

samples were prepared on 0.5-mm-thick bulk, fused silica 
wafers. These samples are 3 in. in diameter. Polysilicon layers, 
0.5 fim thick, were deposited by CVD on the substrates. An 
encapsulating Si02 layer, 0.5 jtm thick, was placed on top of 
the polysilicon. 

In this experiment the laser beam is directed toward the 
silicon layer through the transparent glass substrate. A sketch 
of the silicon sample cross section is shown in Fig. 2. A por
tion of the incident light is reflected by the silicon surface. 
Another fraction of light is transmitted through the thickness 

N o m e n c l a t u r e 

d = 
k = 
n -

n* = 
P = 

So = 

light absorption depth /• = 
extinction coefficient 
real part of refractive index R = 
complex refractive index 
incident laser power at the s = 
sample surface / = 
averaged peak intensity over T = 
the 1/e irradiance width in the V = 
y direction a = 

Gaussian beam 1/e irradiance 
half-width 
reflectance in the direction 
normal to the sample surface 
molten spot width 
time 
absolute temperature 
sample translation speed 
absorption coefficient 

5 = uncertainty estimate 
X = laser light wavelength 

Subscripts 

/ = liquid silicon 
s = solid silicon 
x = coordinate in the direction of 

motion 
y = coordinate in the direction 

normal to motion 
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of the silicon layer. The remaining light is absorbed within the 
silicon. The transmitted light is observed using a microscope 
that is placed directly above the silicon sample. The transmit
ted light intensity is attenuated using a yellow sharp cutoff 
Schott glass filter. Alternatively it is possible to see the molten 
silicon spot using a reflected light method. An incandescent 
tungsten light source is used to reflect light from the silicon 
surface. These observations are recorded on 35 mm 
photographic films. 

The experimental apparatus is mounted on an optical table. 
The positions of the optical components are individually ad
justed using micrometers. The vertical distances between the 
central planes of the two lenses and the level of the table are 
measured. This information is used in thin lens calculations to 
estimate the shape of the light intensity distribution. The ac
curacy of these calculations depends on both the alignment of 
the optical system and the validity of the thin lens 
approximations. 

Ill Experimental Results 

To compare the experimental observations with theoretical 
results, it is necessary for the laser power, the silicon transla
tion speed, and the laser beam diameter to be known. The 
laser beam power is decreased at each of the optical com
ponents shown in Fig. 1. When the cylindrical lens is used, the 
effective power at the silicon surface is 57 percent of the initial 
laser beam power at the laser exit. Table 1 shows the uncer
tainty estimates associated with the various measurements. 

There are two factors that relate the effect of changing the 
laser beam intensity distribution. The first is the laser beam 
radius for the circular beam shape. The parameter chosen to 
quantify this effect is the beam l/e irradiance radius r. The ef
fect of changing this parameter over a range 17-65 /xm is 
studied. The second factor is the laser beam cross-sectional 
shape. Experiments were done for both elliptically shaped 
laser beams and for circular cross-sectional laser beams. 

Table 1 Uncertainty in the measured variables. Q0 is the averaged 
peak intensity over the l/e irradiance width in the y direction. 

Beam l/e radii 

rx(pm) 

17 

19 

22 

26 

31 

ry(ym) 

133 

119 

105 

93 

131 

116 

103 

90 

128 

114 

100 

87 

126 

111 

97 

84 

123 

108 

94 

81 

Q0xl0
8 

(W/m2) 

1.36 

1.52 

1.72 

1.95 

1.27 

1.43 

1.62 

1.85 

1.03 

1.25 

1.43 

1.65 

0.96 

1.08 

1.24 

1.43 

0.82 

0.93 

1.07 

1.25 

Srx<%) 

5.5 

13.9 

16.8 

16.5 

15.1 

Uncertainties 

5ry(%) 

2.6 

2.9 

3.3 

3.8 

2.6 

3.0 

3.4 

4.0 

2.7 

3.1 

3.6 

4.2 

2.7 

3.1 

3.6 

4.2 

2.8 

3.2 

3.7 

4.4 

SQ0C<> 

10.7 

7.6 

7.3 

6.9 

14.3 

14.5 

14.1 

13.6 

22.5 

16.7 

16.3 

15.8 

24.1 

16.4 

16.0 

15.4 

22.6 

15.2 

14.7 

14.2 

III.l Circular Beams. In this sequence of experiments 
the maximum laser power available was used. The position of 
the spherical lens was initially adjusted so that the silicon sam
ple intercepted the laser beam at its focal waist. The l/e irra
diance radius of the beam at the focal waist is about 17 /xm. In 
this case, a "keyhole" in the silicon layer that extended to the 
glass substrate was produced. This keyhole pattern is shown in 
Fig. 3(a). The laser beam radius was increased by translating 
the spherical lens along the axis of the laser beam. Conse
quently, the peak power intensity was reduced and the beam 
radius was increased to 20 /xm. The molten silicon spot ap
peared round. A photograph of the transmitted light is shown 
in Fig. 3(b). The bright spot in this figure corresponds to a 
completely melted silicon region. 

The silicon phase boundary for the melt region became ir
regular as the laser beam diameter was further increased to 50 
(im. Bright filaments were observed to originate from ripples 
along the phase change boundary. These filaments appeared 
to propagate into the liquid region; the solid filaments formed 
stable patterns within the liquid phase. A photograph of the 
transmitted light is shown in Fig. 3 (c). The solidification pat
terns shown persisted for several minutes. These patterns can 
adjust their shape in response to slight variations of the inci
dent laser power. Melt silicon exhibits a metallike behavior; it 
absorbs laser light within a thin surface layer. The liquid 
silicon complex refractive index as a function of the light 
wavelength has been measured by Shvarev et al. (1975). At the 
X = 0.5145 /xm wavelength this refractive index is 

nf= n(l + ik) =2.2 +i4 A 

The absorption depth in liquid silicon therefore is 

d,=-—- = 0.0093 /xm 
Aitnk 

The absorption coefficient, as, and the normal incidence 
reflectance, Rs, for solid silicon as functions of temperature 
have been measured by Jellison and Modine (1983) 

a j = 6.28.exp(r/433).103 (cm"1) 300 <T< 1000 K 

^=0.382 +5.0 xl0" 5(r-300) 

At T= 1000 K, well below the melting temperature of 1685 K, 
the above expressions give an absorption depth ds = 0.158 /xm. 
At the silicon melting temperature, the solid silicon 
transmissivity is larger than the liquid silicon transmissivity. 
The bright inclusions are therefore solid silicon that is coex
isting with the liquid phase. 

The laser beam radius was further increased to roughly 55 
/xm, Fig. 3(d). More solid material formations appeared in 
the melt region. Three different types of silicon phase pattern 
are identified. First, a rather randomly oriented filament 
growth pattern is observed. Secondly, the solid filaments are 
seen to coalesce into larger regions and form a partial-arc 
structure. These partial-arc structures are consistently ob
served. In another type of pattern, the solid filaments divide 
into smaller round disks. A typical disk diameter is about 5 
/xm. The fraction of melt silicon in the heated spot decreased 
when the beam radius was increased to 60 /tm, Fig. 3(e). The 
end of partial melting was found to occur for a beam radius of 
65 /xm, Fig. 3(f). For this beam radius the heated silicon spot 
was almost completely solid. 

In another series of experiments, the laser beam.diameter 
was varied. Different sample translation speeds were studied. 
Molten silicon spot diameters were measured from 
photographic pictures. Data are given in Table 2. As expected, 
the molten silicon spot size is reduced when the translation 
speed is increased. Nevertheless, the shape remains nearly 
circular. 

It is interesting to note that the molten spot appears 
uniformly liquid for r~40 /xm and for zero translation speed. 
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Fig. 3(a) Photograph of the "keyhole" that appeared on the polysilicon
surface during heating. In this case the silicon sample translation speed
was zero. The laser beam radius was 17"m and the laser power was 1.6
W.

Fig. 3(b) Photograph of a polyslllcon layer during meiling. A circular
laser beam having power P= 1.6 Wand a 1/a irradiance radius of 20 I'm
was used.

100 J,lm,

Fig. 3(c) Photograph of a polyslllcon layer during meiling. A circular
laser beam having power P= 1.6 Wand 1/e Irradlance radius of 50 I'm
was used.

When the silicon layer is translated, the once entirely molten
silicon spot now is described as a "mushy region." The solid
and melt phases coexist in the heated spot. Solid filaments
quickly move inward from the phase boundary.

Journal of Heat Transfer

Fig. 3(d) Photograph of a polysllicon layer during meiling. A circular
laser beam having power P= 1.6 W and.1/e irradlance radius of 55 I'm
was used.

Fig. 3(e) Photograph of a polysilicon layer during meiling. A circular
laser beam havIng power P= 1.6 Wand 1/e Irradlance radius of 60 I'm
was used.

Fig. 3(') Photograph of a polysilicon layer during meiling. A circular
laser beam having power P= 1.6 Wand 1/e Irradlance radius of 65 I'm
was studied. Note the decrease In the amount of solid filaments con·
talned In the silicon meII.

1II.2 Elliptic Beams. The application of elliptic Gaussian
beams to thin silicon layer melting is now considered. A cylin
drical lens is used to make a nearly one-dimensional laser
heating source. In these experiments, the maximum laser
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Table 2 Results for the silicon phase state are summarized for the cir
cular laser beams of Gaussian intensity distribution. Results are shown 
for five radii of the laser beam, for two different laser beam powers, and 
for four values of the silicon layer translation speed. 

r(jjuH> 

17 

20 

29 

39 

50 

P(W) 

1.6 

1.1 

1.6 

1.1 

1.6 

1.1 

1.6 

1.1 

1.6 

1.1 

0 

72 
keyhole 

63 

90 

55 

110 

68 

113 

70 

120 

50 
mushy 

V(mm/ 

1 

80 

55 

83 

50 

100 

57 

99 
mushy 

54 
mushy 

80 
mushy 

no 
melting 

sec) 

2 

78 

52 

80 

48 

95 

55 

84 
mushy 

53 
mushy 

no 
raeltinq 

no 
melting 

4+0.08 

75 

49 

76 

44 

81 

53 

no 
melting 

no 
melting 

no 
melting 

no 
melting 

Table 3 Results for the silicon phase state are summarized for ellip-
tically shaped laser beams of Gaussian intensity distribution. The 
results are for the case where the silicon layer is stationary. Description 
of the silicon phase is given for a range of elliptical beam cross 
sections. 

Beam 1/e 

rx<um) 

17 

19 

22 

26 

r a d i i 

ry(ym) 

133 

119 

105 

93 

131 

116 

103 

90 

128 

114 

100 

87 

126 

111 

97 

84 

Spot dimensions 

sx(um) 

10 

19 

22 

27 

10 

19 

17 

27 

19 

23 

27 

34 

23 

29 

35 

54 

s y (un) 

192 

185 

177 

165 

185 

189 

173 

162 

173 

162 

165 

150 

148 

150 

146 

135 

Desc r ip t i on 

mushy 

c l e a r 

c l e a r 

c l e a r 

c l e a r 

c l e a r 

c l e a r 

c l e a r 

mushy 

wavy i n t e r f a c e 

wavy i n t e r f a c e 

c l e a r 

mushy 

mushy 

mushy 

c l e a r 

power incident on the sample surface was 1.3 W. The 1/e 
irradiance width in the direction of laser beam motion is 2rx. 
This distance was varied by adjusting the axial position of the 
cylindrical lens. Experiments were performed for four dif
ferent silicon layer translational speeds. 

The results for zero translational speed and for a range of 
laser beam dimensions are shown in Table 3. Both the laser 
beam dimensions and the silicon spot dimensions are shown. 

Mushy conditions correspond to a result where both liquid 
and solid phases are observed to coexist. Clear conditions cor
respond to an entirely melted spot of silicon. The wavy inter
face description is used for the condition where the phase 
boundary is continually melting and then resolidifying. This 
generates the appearance of a wavy interface. A solid filament 
begins to form at the silicon phase boundary. However, before 
that solid filament penetrates far into the liquid melt the solid 
filament changes back to the melt phase. Results from the 
same elliptically shaped beam at speeds equal to 2.0 mm/s, 0.1 
mm/s, and 4.0 mm/s are shown in Tables 4, 5, and 6, 
respectively. 

Typical transmitted light photographs of silicon phase pat
terns are shown in Figs. 4(a) and 4(b) for the elliptically 
shaped laser beam. These results exhibit all the features that 
were discussed earlier for the circular laser beam. Figure 4(a) 
shows a typical molten spot configuration for a translational 
speed of 2 mm/s, rx ~ 17 pen and ry ~ 93 fim. In this example, 
the melting conditions allow a stable phase boundary. This 
observation is made based on the uniform brightness of the 
transmitted light near the maximum power region of the laser 
beam. Figure 4 (b) shows the silicon phase pattern for an ellip
tically shaped laser beam (rx~24 /im and ry~ 113 /»m) and a 
sample translation speed of 2 mm/s. In this case, the phase 
boundary was unstable and partial melting was observed. 

Figures 4(c) and 4(d) show higher magnification reflection 
micrographs of elliptic molten spots. In Fig. 4(c), the occur
rence of randomly oriented dark inclusions is observed in the 
liquid silicon region. The liquid silicon reflects twice as much 
light as the solid silicon. Therefore, the solid inclusions appear 
dark in contrast to the neighboring bright liquid region. 

An enthalpy-based model for the three-dimensional, tran
sient heat transfer in thin silicon layers on glass substrates was 
given by Grigoropoulos et al. (1986). This model was used to 
calculate the temperature fields associated with the experimen-

Table 4 Results for the silicon phase state are summarized for the 
elliptically shaped laser beam. The silicon layer translation speed is 2 
mm/s. 

Beam 1/e 

r
x(Vim) 

17 

19 

22 

26 

r a d i i 

r y (vm) 

133 

119 

105 

93 

131 

116 

103 

90 

128 

114 

100 

87 

126 

111 

97 

84 

Spot d imensions 

Sjjtvan) s„(ym) 

5 154 

13 135 

15 173 

16 154 

7 154 

15 177 

17 173 

29 150 

-

19 155 

23 153 

31 151 

-

27 135 

30 132 

46 127 

D e s c r i p t i o n 

mushy 

c l e a r 

c l e a r 

c l e a r 

mushy 

mushy 

c l e a r 

c l e a r 

no me l t i ng 

wavy i n t e r f a c e 

wavy i n t e r f a c e 

wavy i n t e r f a c e 

no me l t i ng 

mushy 

mushy 

mushy 
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Table 5 Results for the silicon phase state are summarized for the
elliptically shaped laser beam. The silicon layer translation speed is 0.1
mm/s.

Beam lIe radii Spot dimensions
Description

rx(lJIIl) ry(lJIIl) sx(lJIIl) SyCIJIIl)

24 102 8 133 mushy

20 99 15 135 mushy

18 96 16 142 clear

17.5 94 25 162 clear

17 93 23 160 clear

18 91 23 158 clear

19 90 19 156 clear

22 87 33 152 clear

26 84 46 133 mushy

Table 6 Results for the silicon phase state are summarized for the
elliptically shaped laser beam. The silicon layer translation speed is 4
mm/s.

Beam lIe radii Spot dimensions
Description

rx(lJIIl) ry(\IDl) sx(l'JI\) Sy(\IDl)

17 93 14 143 wavy interface

19 90 18 152 wavy interface

22 87 19 125 mushy

26 84 30 100 mushy

Fig. 4(8) Photograph of a polysillcon layer during meiling. An eillptlcal·
Iy shaped beam of power P= 1.3 W was used. The operating conditions
were V=2.0 mm/s,'x -17 I'm, 'y -93 I'm.

tal data. Temperature fields were calculated for a laser power
of 1.6 W. The polysiJicon Jayer was 0.5 /tID thick and the glass
substrate is 500 /tm thick. The silicon layer is bounded by a 0.5
/tm thick encapsulating glass layer. Thin film optics are incor
porated into the solution to account for interference effects.
The lie radius of the laser beam was 30 /tm. The isotherms on
the silicon layer are shown in Fig. 5. The melting temperature
for the polysilicon is 1412'C. In this figure, the radius of the

Journal of Heat Transfer

100 IJm
I

Flg.4(b) Photogr'lph of a polyslllcon layer during melting. An eillpllcal.
Iy shaped beam of power P = 1.3 W was used. The operallng conditions
were V= 2 mm/s, 'x -24 I'm, 'y -113 I'm.

Fig. 4(c) Photograph of reflected light from a silicon surface during
laser melting of the pofyslllcon layer. The translallonal speed was zero.
The power was 1.3 W. and 'x -29 I'm, 'y -120 I'm.

Fig. 4(d) Photograph of reflected light from a silicon surface during
laser melting of the polysilicon layer. The translational speed was 0.01
mm/s. A striped pattern having a wavelength of approximately 5 I'm Is
observed.

isotherm identifying the solidification interface is about 80
/tm. The isotherms in the glass substrate are shown in Fig. 6.

IV Discussion

In the experiments, two basic types of heating intensity
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\* 400 /J. m >j 

Fig. 5 Isotherms in the polysilicon layer generated by a 1.6 W heating 
source. The 1/e irradiance radius of the circular heating source is 30 |im. 
The time 1 = 2.2 ms. 

distributions were used: (/) Gaussian circular spots, and (if) 
narrow elliptic beams. Both beam geometries can be used for 
material processing. The circular Gaussian beam produces a 
two-dimensional temperature distribution in the silicon layer. 
The elliptic beam geometry provides a more—but not 
entirely—one-dimensional phase boundary and temperature 
field. In the case of circular laser beams it was found that 
small beam sizes and higher beam concentrations produce 
stable melting conditions. The power density was decreased by 
increasing the laser spot size. Ripples appeared along the 
phase boundary. These ripples correspond to liquid protru
sions that grow into the solid and then move back toward the 
initial location of the phase boundary. This wavy phase 
boundary pattern appears to have a characteristic 
wavenumber. This operating condition corresponds to the 
neutral stability condition. 

When the laser beam size was increased (i.e., a decrease in 
heating density), the boundary ripples grew into the melt. In 
many cases these solid filaments broke apart and formed solid 
inclusions in the melt. This breaking apart occurred during the 
rapid growth of the solid filament. The rapid growth of solid 
filaments suggests that they are growing into an undercooled 
liquid. The power density is further decreased and the fraction 
of solid material in the melt is increased. This experimental 
trend is observed until the heated spot solidifies completely. It 
is important to note that solid filament growth originates from 
the phase boundary at the onset of coexisting silicon phases. A 
characteristic wavelength having a spacing of about 6 fim can 
be observed along the outer solid-melt interface. It must also 
be noted that the solid-melt interfaces are distinct and sharply 
outlined in the photographs. This indicates that the phase 
boundary surfaces are nearly perpendicular to the glass 
substrate. This result also can be argued using a surface free 
energy balance. 

The mechanism of solid silicon formation in the melt is 
determined by conductive heat transfer. The possibility of a 
thermocapillary flow on the silicon free surface is suppressed 
by the encapsulating glass layer. In the absence of such cover
ings thermocapillary flows are expected. Benard convection 
type of flow also is excluded. This is due to the small silicon 
layer thickness. The basic dimensionless number, the Rayleigh 
number, is of the order of W9. 

An alternative to analyzing the individual microstructural 

Fig. 6 Isotherms in the glass substrate for 1.6 W circular heating 
source having a 30 jim 1/e irradiance radius. The time ( = 2.2 ms. 

details of the phase coexistence is to adopt a continuum phase 
approach. The silicon phase at any point is divided between 
solid and melt. The division can be assigned by the local en
thalpy of the silicon layer. This approach is directed toward 
modeling the experimentally observed conditions where solid 
islands occur in the liquid melt. However, this method does 
not take into account the specific details of the observed phase 
boundary patterns and cannot explain the physical origin of 
phase coexistence. 

The experiments with the circular Gaussian beams estab
lished a basis for understanding and explaining the origin of 
phase coexistence. Phase boundaries were observed to become 
unstable when the heating density was decreased. This result is 
consistent with the stability models given by Grigoropoulos et 
al. (1987a, 1987b). Experiments with narrow, elliptic-shaped 
laser beams showed that nearly straight phase boundaries are 
stable at high heating power densities. The heating density 
then was reduced by spreading out the laser beam in the direc
tion perpendicular to the scanning motion. As in the case of 
circular spots, solid fingers originated from the phase 
boundary and penetrated into the liquid region. In some cases 
this penetration extended through the width of the molten 
silicon region and divided the liquid pool into rectangular 
cells. A characteristic spacing of the boundary instabilities can 
be identified. This spacing is on the order of 4-6 ^m. It should 
be pointed out that these spacings do not correlate with the 
X = 0.5145 ftm laser light wavelength. 

The power threshold for instability can be traced in the ex
periments. This threshold, and also the observed 
characterisitic interfacial spacings, are compared with the 
stability theory predictions. Results of this comparison 
(Grigoropoulos et al., 1987b) indicate that the basic instability 
mechanism is the abrupt silicon surface reflectivity increase 
when melting occurs. In the neighborhood of phase 
boundaries, the solid silicon absorbs twice as much heat as the 
adjacent liquid material. Thus, there exists a strong tendency 
toward solid superheating and liquid supercooling. This can
not be resolved by further reduction of the liquid pool, 
because in this case the difference in the absorbed heat by the 
two adjacent phases would be increased. Consequently, the 
tendency toward superheating and supercooling would be 
enhanced. Depending upon the heating source characteristics, 
these physical conditions may lead to phase boundary in
stability and subsequent formation of solid inclusions within 
the liquid region. 
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Introduction 

Thermal Analysis of Laser-
Assisted Thermoplastic-Matrix 
Composite Tape Consolidation 
A novel approach to producing composite parts using thermoplastic-matrix tapes is 
described. A thermal analysis is presented for the case of focused heat sources such 
as lasers for melting and consolidating the prepregs in a continuous manufacturing 
process. A numerical grid generation method is employed to account for the com
plex geometry of the solution domain. Heat transfer is modeled using an orthotropic 
domain made of two-dimensional, continuous fiber anisotropic laminates. Heat of 
crystallization melting/solidification are included in the form of a heat generation 
term. The temperature distributions and thermal histories in the laminated com
posites are presented for varying consolidation speeds. The effects of preheating the 
consolidated laminate are investigated and the overall feasibility of the proposed 
process is discussed. 

With the development of high-temperature, advanced ther
moplastic resins, a need for a better understanding of the fun
damentals of thermoplastic-matrix composite materials pro
cessing techniques has gained importance. Various prepregs 
are readily available, including the tape form made of con
tinuous fibers imbedded in a thermoplastic-resin matrix. 
Thermoplastic-matrix composites offer several advantages, 
such as fracture toughness and unlimited shelf life, but most 
importantly open the possibility of combining consolidation 
and tape laydown in a one-step process, avoiding the curing 
steps that are necessary with thermosetting materials. Laser-
assisted thermoplastic tape consolidation is an example of 
such a one-step process and its conceptual description is 
shown in Fig. 1. It can be seen that the heat input generates 
melting of the matrix resin of the incoming tape and the 
already-consolidated layers at around contact region. The tape 
is consolidated through a melting and diffusion process under 
the pressure of the consolidation roller. The solidification of 
the material occurs as a result of heat removal from the melt 
region as the consolidated laminate moves on. The cooling 
rate of the material, and consequently its degree of crystallin-
ity and the performance of the finished product, are highly 
dependent on the tape speed and the nature of the ther
mal boundary conditions. Therefore, a complete understand
ing of the thermal history and the relevant operational 
parameters is needed to develop this new technology 
successfully. 

Essentially all processing techniques that are developed for 
thermoplastic matrix composites involve melting/solidifica
tion, and it is a well-established fact that the resulting material 
properties, such as crystallinity, and the performance 
characteristics depend heavily on the thermal history of the 
laminate, as shown by many investigators, including Seferis 
(1984), Seferis and Velisaris (1986), and Blundell et al. (1985). 
The thermal analysis of a tape consolidation process requires 
the determination of temperature fields around the consolida
tion region and temperature histories of the consolidated 
laminate. This information is necessary, for example, to deter
mine the maximum allowable heat input that will give max
imum layup speeds without degrading the material by expos-

Currently with E.I. duPont de Nemours & Co., Inc., Wilmington, DE 
19898. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 19, 
1987. Keywords: Laser Processing, Materials Processing and Manufacturing 
Processes, Numerical Methods. 

Fig. 1 General configuration of laser-assisted thermoplastic-matrix 
composite tape consolidation 

ing it to temperatures that are higher than allowable limits as 
has been reported for APC-21 (Aromatic Polymer Composite) 
tapes by Grove and Short (1984). 

The influences of the thermal history of the matrix resin on 
its microstructure have been reported by Blundell et al. (1985), 
Blundell and Osborn (1985), and Blundell and Wilmouth 
(1986). In the case of a composite tape with unidirectional, 
continuous fibers of high thermal conductivity (such as car
bon) and low thermal conductivity matrix (such as a polymeric 
resin), the heat transfer phenomena are highly anisotropic. 
Studies on conduction heat transfer in anisotropic medium 
can be found in the literature. Ozisik (1979) gives a general 
presentation of the theoretical aspects of anisotropic heat 
transfer. McWhorter and Sadd (1980) investigated heat con
duction on a disk for different anisotropic configurations. The 
thermal response of anisotropic structures, such as embedded 
plates with different fiber orientation, was studied by Projahn 
and Beer (1981) using a numerical mapping technique similar 
to the one used in the present study. An analytical solution for 
a thin anisotropic plate with mixed boundary conditions was 
developed by Huang and Chang (1984). An exact solution for 
heat conduction in heterogeneous materials, in this case inclu
sions, was obtained by Baker-Jarvis and Inguva (1985). Hatta 
and Taya (1986) used Eshelby's method to solve a similar 
problem. Transient heat conduction was studied analytically 
by Nomura and Chou (1986) for composite materials sub-

1 APC-2 tape is a composite prepreg manufactured by Imperial Chemical In
dustries, United Kingdom. 
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tape 

base 
Fig. 2 Nomenclature and boundary conditions for the thermal analysis 
of tape consolidation 

jected to oscillating temperature fields. A finite difference 
solution of transient heat conduct ion with temperature-
dependent thermal properties is proposed for plastic plates by 
Katayama et al. (1971). 

The present paper reports on studies for the thermal 
analysis of the thermoplast ic-matr ix composite tape con
solidation process. Analytical models are presented to predict 
the temperature distribution and resulting cooling rates and 
are solved using a numerical technique. One of the pr imary 
objectives of this phase of the study is to identify the dominant 
processing parameters , and establish their influence on the 
microstructure. 

Thermal Analysis 

The thermal analysis of the tape consolidation process is 
based on an anisotropic heat conduct ion model . The 
nomenclature and the boundary condit ions for the present 
analysis are depicted in Fig. 2. The objective of the analysis is 
to develop a computa t ional procedure to be able to predict the 
temperature distributions in the presence of tape mot ion . The 
working material is considered to be an anisotropic, two-
dimensional medium. The incoming tape is assumed to be at a 
uniform temperature that can be varied to investigate the ef
fects of preheat ing. The elliptic nature of the diffusion equa
tions requires that the complete boundar ies and the boundary 
conditions be defined enclosing the solution domain . This 
necessitates the implementat ion of pseudoboundar ies for the 
laminated composi te and the incoming tape . These boundar ies 
are chosen at a sufficient distance from the consolidation 
point and in the transverse direction to the laminate and the 
incoming tape as shown in Fig. 2. For the ends of the 
laminated region, a gradient type boundary condit ion 
becomes applicable. This , in the presence of laminate mot ion , 
indicates tha t the pr imary t ranspor t mode at these locations is 
one of laminate mot ion rather than thermal diffusion. Con-

200 300 

Temperature (C) 

Fig. 3 Variation of enthalpy with temperature for APC-2 prepreg tape 
(Biundell and Wilimouth, 1986) 

sidering the low thermal conductivity in cross-ply direction 
and the relatively high rate of mot ion , this assumption can 
easily be justified. In addi t ion, considering that sufficient t ime 
has elapsed between two tape lays, it is assumed that all the 
heat from the previous tape lay has dissipated. This assump
tion is not a restrictive one and can be readily removed if the 
complete description of par t configuration and the tape lay se
quence is available. In a moving domain , for an anisotropic 
material , an Eulerian approach to the temperature distribu
tion yields 

dT 

dx 

dT 1 
pc 

d2T 

dx2 - + 2ky 
d2T _____ 

+ ky 
82T K (i) 

Note tha t , even though from a Lagrangian approach the p rob
lem is one of transient type, in a cont inuous processing it can 
be formulated as a asteady-state-type problem since at every 
instant , the tempera ture distribution would remain unchanged 
with respect to a fixed coordinate system as long as the bound
ary condit ions are kept steady. In this formulat ion, the 
convective-like terms of the left-hand side account for the m o 
tion of the tape and the consolidated laminate . The velocity 
terms vx and vy represent the local material velocities with 
respect to the Cartesian coordinates . A further addi t ion to the 
models used by McWhor te r and Sadd (1980), Sottos and 
Giiceri (1986), and Farraye and Giiceri (1985) is the int roduc
tion of a heat generation term f / to account for the heat release 
or heat absorpt ion effects due to the complex solidifica
t ion/mel t ing that occurs during consolidat ion. For ther
moplast ic materials during solidification or melting, latent 
heat is released over a range of temperature in a highly ir
regular fashion due to the effects of crystallization. Figure 3 
shows the variat ion of enthalpy with respect to temperature 
that is produced from da ta obtained by Biundell and 
Wil imouth (1986). In the present work the complex ther-

N o m e n c l a t u r e 

c = heat capacity, J/kg»°C 
h = heat convection coefficient, 

W/m 2 -°C 
k = conductivity, W/m»°C 
q = heat flux, W/m2 

Tw = surface temperature 
Tm = ambient temperature 

Tg = glass transition temperature 
T'meit = m e l t t empera ture 

U = heat generat ion, J / m 3 

v = velocity, m / s 
x, y = Cartesian coordinates , m 
£,, -q = computational coordinates 

p = density, kg/m3 

= angle between fiber direc
tion and x axis 

Subscripts 
L = 
T = 

parallel to fiber direction 
transverse to fiber direction 
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modynamic behavior of the material is modeled by assuming a 
linear variation of the specific heat between rmelt and Tg, and 
including in a heat generation term the remaining heat loss or 
heat gain, to stay in agreement with the enthalpy variations 
with temperature according to the data by Blundell and 
Willmouth (1986). Defining 8 as the angle between the fiber 
and the x axis, the elements of the thermal conductivity tensor 
are obtained from the conductivity values along and 
transverse fiber directions in the following manner: 

kn = kLcos28 + kTs'm2d 

k22 = kLsin26 + kTcos2d (2) 

1̂2 = fc£.cos0sin0 — A:rsin0cos0 

To proceed with the numerical solution, the tape is subjected 
to boundary conditions of various kinds as illustrated in Fig. 
2. A general expression to account for all these conditions can 
be written as 

(<7x' + <7vJ)'n = <7,-£ [T„-Tw] (3) 
with 

Qx ~ ~kn 

dT . dT 

dx dy 

dT dT 
Qy— —K\2 ~-Z~ ^22 ~ 

dx dy 
The laser heating is approximated by considering a concen
trated heat flux at the surface of the tape and the laminate, 
since it was reported by Tung et al. (1987) that the surface of 
APC-2 absorbs the energy of a 10.6 nm laser wavelength beam 
in its entirety. This wavelength corresponds to that of a C 0 2 

laser, which was used in the experimental study (Beyeler, 
1987). 

Solution Procedure 

The geometric complexity of the problem that is combined 
with the different boundary conditions suggests the use of a 
mapping technique. A body-fitted coordinate system with 
numerical grid generation is chosen as a suitable approach for 
the present problem because it offers the degree of flexibility 
to account for the varying shapes and the boundary conditions 
of the physical domain. This technique combines the 
geometric flexibility of finite element methods with the 
simplicity of the finite-difference approaches. The details of 
this transformation technique have been presented by many 
investigators including Thompson (1982, 1981) Hauser and 
Taylor (1986), and Giiceri (1988). Recent applications of this 
technique cover a wide range of thermal-fluid problems in
cluding melting/solidification (Beyeler et al., 1987), heat 
transfer in anisotropic domains (Farraye and Giiceri, 1985), 
free surface flows (Trafford et al., 1986) and thermal and 
residual stresses (Sottos and Giiceri, 1986), all of which exist 
in an actual consolidation process. 

Unlike for other transformation techniques, in numerical 
grid generation the relations between the physical coordinates 
and the computational coordinates themselves are given in the 
form of differential equations. A curvilinear mesh is then 
generated on the physical domain using these grid generators 
in such a way that the physical boundaries of the shape coin
cide with the curvilinear coordinates. For the current study, an 
elliptic grid generation is chosen due to its inherent 
smoothness and ability to allow for grid concentration where 
greater accuracy is needed. For a transformation into a Carte
sian domain, the equations relating the physical and computa
tional coordinates are given as 

d2i d2i 

dx2 dy2 (4a) 

d2
v d2n 

= G (4b) 
dx2 dy2 

These can be inverted to make the physical coordinates (x, y) 
dependent variables, which results in 

d2x d2x d2x „ r 

d? 3£dij V 
dx dx 

di dr) 
= 0 

d2y d2y d2y 

where 

d2x 

d£dr; dr]2 
J2 [l dy_ 

+ Q-
dy 

(5) 

dr) 
= 0 

dr,2 

d2y 

dr? 

dx dx dy dy 

d2x 
7 = " 

se 

a* 

d2y 

dr] d£ dr) ' 

dx dy dy dx 

d£ dr) 3£ dr) 

The P and Q terms are the grid control functions and are used 
to regulate the distribution of the grid points over the domain, 
for example concerning them toward specified lines or points. 
In the current analysis, both P and Q will be used to concen
trate coordinate lines toward the surface of the laminate, 
where the temperature gradients are steeper. 

The next step in numerical grid generation is the transfor
mation of the governing equations. Applying the mapping ex
pressions given by equations (5a) and (5b), the governing 
equation becomes 

\knaxx + k12ayy + 2knaxy-pcJ (vx-
dy 

dr) 

dx 

dr) )] 
dT 

If 

[' + l^n bxx + k-fibyy + 2knbxy • -pcJ (vx 
dx dT 

dr) 

d2T 
\CXX+k22Cyy + 2ki2cxy]-jrr+lkl \dxx+k22dyy 

d2T 
+ 2kndXy\~YY- + \-k\ I exx + kn.eyy + 2kneXy] 

d2T U 

d£dr) c (6) 

where the expressions of the different coefficients can be 
found in the appendix. Applying the same transformation on 
equation (3) yields a different expression for each of the four 
sides of the rectangular computational domain shown in Fig. 
4. Only the expressions for sides 1 and 2, respectively, are 
presented, noting that the expressions for sides 3 and 4, 
respectively, can be obtained by switching the sign of the left-
hand term 

r4 

a r3 

: : : : : : : : : : : : : : : : : r24 

-__ : : : : : : : : : : : : : : : : : r2 i 
1111111111 M 1111 fc. 

< 
r2 3 

r 2 2 

Fig. 4 The configuration for the boundary-fitted coordinate system 
computational grid, and identification of various boundary sections 

426/Vol. 110, MAY 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Boundary conditions 

Fig. 5 Section of the composite grid used for the numerical analysis. 
Note that the figure depicts only the region that is close to the con
solidation zone, whereas the full mesh extends in the downstream 
direction 

a) 

b) 

Laminate 

Lam inate 

Tape 

P r ' 

'•?*— q 

Laminate 

Fig. 6 Numerical treatment of consolidation point singularity and the 
identification of the control volume in: (a) physical domain; (b) computa
tional domain 

dT dT r-

dy dy , f d* fy & dx -kn[-

dx dx 

d£ di) lz L d-q d£ d-q 3£ 

~k22 

B=k»[-w]2-2k* 
dT _ dT 

d£ d-q 
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These expressions are then discretized in the computational 
domain using central differencing for the diffusion terms. For 
the velocity-induced heat transfer terms a technique inspired 
from the upwind differencing scheme was used. Most of the 
materials that are considered in this type of manufacturing 
have thermal conductivities of fiber and matrix that vary ap
proximately by a factor of ten. At the consolidation speeds 
considered, the heat transfer is fiber dominated; therefore 
heat flows primarily in a direction parallel to the laminate mo
tion. The situation is then analogous to that of a fluid particle 
in a laminar flow whose thermal behavior is dependent on the 
thermal history upstream or upwind. Additional information 
on the numerical approach is presented by Beyeler (1987). 

Results 

The first step of the solution technique is to define the 
geometry of the physical domain and generate a mesh well 
suited to both the geometric and thermal aspects of the prob
lem. Several mesh configurations have been tried to represent 
most accurately all the parameters of the process (Beyeler and 
Guceri, 1986). The mesh configuration chosen to analyze the 
tape Iayup problem is a composite grid that enables splitting of 
the computational domain along the lines of the laminate and 
the new tape layer. Portions of the top (tape) and bottom 
(laminate) mesh are shown in Fig. 5. The top and bottom mesh 
contain in their entirety, respectively, 60 x 10 and 60 x 20 
nodes and are shown here in the area where consolidation is 
performed. The correspondence between computational and 
physical domains is indicated for all boundaries in Fig. 4. The 
large length-to-width ratio of the problem geometry prevents 
us from showing the entire mesh with enough accuracy. With 
the chosen configuration it is clear that the r\ coordinate lines 
are parallel to the fiber direction and the constant £ lines are 
perpendicular to the fiber direction. 

The temperature distribution is computed at every node of 
the mesh using a second-order central differencing technique 
along with the boundary conditions described in Table 1. The 
energy from the laser beam is assumed to be distributed evenly 
on the tape and the laminate. Heat flux continuity is applied 
on the overlapping boundary of the top and bottom grids. The 
consolidation point P, where the tape and laminate meet, is 
treated differently from the others since central differencing 
could not have been applied due to the geometric singularity 
depicted in Fig. 6. The contact point P represents a common 
computational node, which is shared by the laminate and the 
tape. It is also exposed to the laser heating. Therefore, a con
trol volume approach was used to solve for temperature at this 
location, based on the schematic of Fig. 6. 

Temperature profiles along the laminate are obtained for 
different consolidation speeds, laser heat input, and laminate 
thicknesses. The processing conditions are chosen such that 
both the tape and the laminate are raised above the melt 
temperature T,„. The material properties used are those 
reported by Grove and Short (1984), Cattanagh and Cogswell 
(1985), and Blundell and Willmouth (1986) for APC-2, with 
60 percent fiber volume fraction, i.e., kL = 6.0 W/m« °C, kT 

= 0.72 W/m« °C, and p = 1.56 g/cm3. 
Temperature profiles along the length of a 5-mm-thick 

laminate, which corresponds to 40 plies for a ply thickness of 
0.125 mm, are presented in Fig. 7(a) for v = 0.01 m/s, q = 
600,000 W/m2 (equivalent to q = 15.4 W for a 0.635 cm wide 

Journal of Heat Transfer MAY 1988, Vol. 110/427 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



400 

O 

JB 300 

top tape 

- • bottom tape 

— top laminate 

— laminate -0.5 mm 

X (m) 

300-

200-

100-

top tape 

- - - - bottom tape 

top laminate 

laminate -0.5 mm 

— 

y 

A' 
/ i 

\ 

\ 
• 

V, 
\ 

\ i 
M 

300-

200-

100 -

top tape 
- - - • bottom tape 

top laminate 

laminate -0.5 mm 

^ ^ - ~ ^ Z Z — ' — • 

,(• 
\ 
V 

\ , 

X (m) 

Fig. 7 Temperature profiles along laminate length for a 5-mm-thick 
laminate at various consolidation speeds and heating rates: (a) v = 0.01 
m/s, q 
m/s, q 

600000 W/m2;(b)v •• 
1900000 W7m2 

0.05 m/s, q = 1500000 W/m2;(c) v = 0.08 

tape, i.e., a single tow). At this consolidation speed, the tape is 
raised to a significantly higher temperature than the laminate 
and the temperature along the tape exceeds the recommended 
processing window for PEEK. In the laminate, at 0.5 mm 
from the surface of the laminate (exposed to the laser heat 
source), the temperature rises slowly to about 110°C. Raising 
the tape speed to v = 0.05 m/s and increasing the heat input to 
1,500,000 W/m2 (38.1 W), the differences between tape and 
laminate maximum temperatures are significantly decreased as 
shown in Fig. 7(b). For v = 0.08 m/s, as shown in Fig. 7(c), 
the temperatures for the top surface of the laminate and the 
bottom surface of the tape (both exposed directly to the laser 
beam) are similar to the previous case but the temperature of 
the rest of the laminate remains close to the initial 
temperature. At such speeds, heat transfer is fiber dominated 
and very little diffusion occurs through the low conductance 
matrix material. The progression of heat needed to melt the 
tape increases at a smaller rate than the tape speed and, for the 
same length of tape consolidated, less energy is used for con
solidation at higher speeds than at slower speeds. 

.0049 .ODSO .0061 

Thickness (m) 

Fig. 8 Temperature profiles in the transverse laminate direction at x = 
0.0. Note that the region above the Tmel t indicates molten state for the 
polymeric matrix, with the slowest consolidation speed (a) indicating 
essentially a meltthrough; (a) v = 0.01 m/s, q = 600000 W/m2; (b) v = 
0.05 m/s, q = 1500000 W/m2; (c) v = 0.08 m/s, q = 1900000 W/m2 
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Fig. 9 Difference between maximum tape and laminate temperatures 
with no preheating of the laminate 

Different observations can be made if the thickness of the 
laminate is changed. When consolidation is performed on a 1 
mm thick laminate, the temperature of the laminate rises 
significantly faster and at higher temperatures since there is 
less material through which the heat can diffuse. It was 
observed that for a thinner laminate (0.5 mm) the temperature 
rises above Tg halfway through the thickness for v = 0.01 
m/s; however the laminate cools down very rapidly causing an 
almost amorphous microstructure. Overall the variations seen 
for different laminate thicknesses are small as most of the rele
vant heat transfer occurs in the top two plies, which cor
responds to a depth of 0.25 mm. 

To evaluate the extent of melting in the material, 
temperature profiles at the consolidation point were studied. 
Figure 8 shows profiles through the entire thickness at the x 
value corresponding to the consolidation point for various 
heat inputs and consolidation speeds. The local characteristic 
of heat transfer is apparent, indicating poor thermal diffusion 
in the cross-ply direction. It can be observed in this figure that 
the melt pool obtained at the consolidation point (y = 0.005 m) 
is a strong function of the consolidation speed and the heat in
put as would be expected. A too-narrow melt pool would in
dicate that a higher laser beam itensity or a lower speed is 
needed to obtain satisfactory consolidation. This figure also 
shows that an additional problem can be encountered at low 
speeds, i.e., the melt-through of the tape feed if the combina
tion of the consolidation speed and the heat input falls outside 
the operational window causing excessive, localized heat in
put. To avoid such a problem a different distribution of laser 
energy between the tape and laminate can be suggested. The 
compensating effects of the increase in velocity and an in
crease in heat input upon temperature distribution are also 
apparent. 

It can be seen from Fig. 9 that there exists a significant dif-
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Fig. 11 Cooling rates during consolidation: (a) no preheating; (b) 
preheating at 150X 

ference between maximum temperatures in the tape and 
laminate, especially for slow tape consolidation speeds, for the 
heating configuration presented. From Fig. 6 it is clear that 
the laminate only reaches the melt temperature when put in 
contact with the tape, which might not insure proper bonding 
as early experimental results seem to indicate. 

By preheating the laminate before consolidation, it can be 
expected that the laser heat input can be significantly de
creased, thus resulting in smoother temperature gradients both 
along the laminate length and across its thickness. To see this 
effect, the thermal behavior of the material was investigated 
on a laminate preheated at 150°C before consolidation. The 
amount of laser heat required to obtain melting for tape and 
laminate was reduced, respectively, to q = 12.7 W, 35.6 W, 
45.7 W, for v = 0.01 m/s, v = 0.05 m/s, v = 0.08 m/s. The 
gap between the maximum temperature of the tape and the 
laminate, shown in Fig. 10, is reduced by about 50 percent at v 
= 0.01 m/s and v = 0.05 m/s, and disappears at v = 0.08 

m/s. But the most significant difference is in the cooling rates, 
as shown in Fig. 11, which decreased sufficiently to allow 
crystallization potentially to occur during consolidation for v 
= 0.01 m/s. Seferis (1984) has shown that PEEK crystalliza-

V (cm/s) 
Fig. 12 Numerically generated process window for APC-2, which is 
bounded by the polymer degradation and insufficient consolidation 
limits corresponding to various consolidation speeds 

tion occurs for cooling rates less than 160°C/s. But a different 
behavior of PEEK matrix in APC-2 was observed by Blundell 
and Osborn (1985), who suggested an ideal cooling rate of 
700°C/min (11.6°C/s) and that above 2000"C/min 
(33.3°C/s) only the amorphous phase can be found. 
Therefore, it is clear from Fig. 11 that consolidation at high 
speeds, under the previously described process conditions, 
generates sharp temperature gradients and very fast cooling, 
therefore potentially producing essentially an amorphous 
material. 

Furthermore, the model can be used to generate a process 
window, as shown in Fig. 12. The results presented used the 
thermophysical data for APC-2 and correspond to a laser 
beam energy distribution on a 1 mm length of tape and 2 mm 
length of laminate. The limits of the window were defined as 
follows: If less than 90 percent of a ply thickness of matrix was 
melted in the transverse direction, melting was considered to 
be insufficient; on the other hand if the maximum temperature 
of the tape or laminate reached 550°C, it was considered that 
significant polymer degradation had occurred, as was ob
served by Biggs (1987). It appears from the data points 
presented in Fig. 12 that for consolidation speeds below 3 
cm/s little or no consolidation can be achieved for the pro
posed process configuration. 

Due to a lack of comparable work available in the literature, 
the accuracy of the method is tested by refining the mesh in the 
areas where temperature gradients are the highest, namely 
around the consolidation point. The variations between the 
temperature results presented here and those obtained with the 
most refined mesh (175 x 20 and 175 x 10) did not exceed 5 
percent. Since the computational model relied on experimental 
measurements of thermal properties that do not have similar 
accuracies, these results were considered to be satisfactory. 

Conclusions 

A novel manufacturing method for thermoplastic-matrix 
composites is described and a model was presented to study 
heat transfer during continuous processing, using laser 
assisted tape consolidation. Availability of such a model is ex
pected to form the bridging between the processing, 
microstructure, material performance, which are very strongly 
coupled in the case of composite materials, thus allowing for 
process optimization. Numerical results as well as experimen
tal results have shown a very small processing window for 
laser consolidation of APC-2 at speeds below 5 cm/s (Beyeler, 
1987), indicating the need for an insight into the heat transfer 
process to achieve optimum process conditions that can be 
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provided through such a model. The influence of velocity on 
the nature of the heat transfer in the anisotropic medium was 
demonstrated for a specific laser energy distribution. Cooling 
rates were estimated and shown to fall in the amorphous range 
for the PEEK matrix, suggesting the use of a preheating or 
postannealing process if higher degrees of crystallinity are 
desired. The study presented in this paper is not restricted to 
laser heating processes and can be applied to other techniques 
such as infrared heating or even to some welding applications. 
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A Diffusion Flame Adjacent to a 
Partially Saturated Porous Slab: 
Funicular State 
The burning on the surface of a porous slab initially fully saturated with liquid fuel, 
and during the period where the liquid phase is continuous, is studied in order to 
determine the effects of the surface saturation, relative permeability, and vapor flow 
rate on the critical time. The critical time is defined as the time at which for the first 
time the surface saturation becomes zero, i.e., the first dry patches appear. The ex
perimental and predicted results are in good agreement. The results show that unlike 
forced convection drying, the surface saturation does not influence the mass transfer 
rate significantly. Also, for the range of absolute permeabilities considered, the 
critical time is proportional to the absolute permeability. 

1 Introduction 

When the surface of a porous slab that is completely 
saturated (saturation is defined as the fraction of the voids oc
cupied by the liquid) with a liquid fuel is ignited, the surface 
saturation gradually decreases, and after an elapsed time, dry 
patches appear on the surface. The time of the first ap
pearance of dry patches is called the critical time. The period 
marked by the onset of surface evaportion and the critical time 
is called the funicular state (due to the continuity of the liquid 
phase throughout the slab). This period is followed by the pen-
dular state (discontinuous liquid phase), which is associated 
with a noticeable reduction in the evaporation rate. 

The burning of gaseous fuel flowing through porous slabs 
has been sutdied experimentally and analytically by Liu et al. 
(1982), where it was shown that the gas radiation contribution 
to heat transfer is rather significant. The effect of finite rate 
chemical reactions has been studied by Chen and T'ien (1984). 
Their results show that inclusion of this effect results in a 
decrease in the predicted total heat transfer rate. Burning of 
«-heptane liquid on the surface of metallic, porous, circular 
cylinders was considered by Abdel-Khalik et al. (1974, 1975), 
as a model for burning of droplets. The liquid and the porous 
cylinder was cooled in order to avoid boiling inside the 
cylinder. Attempts were made to keep the surface fully 
covered with a film of the liquid fuel. Since the fuel was forced 
to the surface by a pump, the capillary pressure was not re
quired for the flow and, therefore, the surface could indeed 
have had a saturation of unity. It was found that radiation 
heat transfer to the fuel surface was significant. The burning 
of liquid fuel on the surfaces of metallic and ceramic wicks has 
been investigated experimentally and analytically by Kim et al. 
(1971, 1974), Ahmed and Faeth (1977), and Groff and Faeth 
(1978), where the steady-state analytical treatments are based 
on the presence of a planar liquid film on the wick surface. 
Since the experimental and predicted results are in good agree
ment, it appears that the presence of a nonplanar surface 
(because the surface is only partially saturated), which is re
quired for the flow of liquid to the surface due to capillary ac
tion, does not influence the mass transfer rate. This contrasts 
with forced convection drying results, which show that surface 
saturation affects the mass transfer rate significantly (Plumb 
et al., 1985; Kaviany and Mittal, 1986). One major difference 
between drying and burning is that in the former the heat sup
plied to the surface is nearly independent of the mass transfer, 

while in the latter the heat and mass transfer are strongly 
coupled. 

Multiphase transport though porous media has been treated 
by Chen and Whitaker (1986) and Udell (1985), among others. 
These formulations include the effects of the presence of non-
condensibles on vapor diffusion, which reduces the rate of 
molecular diffusion of the vapor. This diffusion, which is 
usually related to the molecular diffusion in plain media and 
the porous media tortuosity, has been discussed by Smith 
(1986), among others. 

In this study, the burning of a porous slab made of sintered 
stainless steel, initially saturated with ethanol, is treated ex
perimentally and analytically. Figure 1 gives a schematic of the 
system. The one-dimensional analysis is based on the simplify
ing assumptions of (a) prescribed constant burning rate, and 
(b) negligible gravity effect on the liquid flow. The effects of 
internal vapor generation and convection, surface saturation, 
and liquid subcooling on the critical time are examined. 

2 Analysis 

In the following one-dimensional transient analysis the 
variables are nondimensionalized using the scales given in 
Table 1(a). Whenever the quantities appear in both dimen
sional and dimensionless forms, asterisks indicate that quan
tities are dimensional. The governing equations for thermal 
energy and saturation, which are found by proper reduction of 
the equations given by Whitaker (1977), are 

3 T = d s = _ 
dz dz dz 
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where in equation (1) the vapor convection term has been 
neglected. Perfect gas behavior has been assumed for the 
vapor. The effect of gravity on liquid flow appears in the 
x-direction momentum equation as gp'e (K/e)U2L/a and is the 
ratio of the gravity force per unit volume to the gradient of the 
capillary pressure. In general, for large permeabilities the 
capillary pressure is negligible compared to the gravity force 
(Schulenberg and Muller, 1987) and for very low 
permeabilities the gravity force is negligible. For simplicity, 
equation (2) is written for a one-dimensional flow flowing 
perpendicular to the direction of gravity. As will be shown, the 
magnitude of the permeability encountered in the experiment 
is not small enough completely to justify this assumption; 
however, this one-dimensional model describes the general 
behavior of the wick fairly well. The effect of noncondensibles 
on the vapor diffusion is also neglected. However, this is not 
easily justifiable, especially when the liquid is initially sub-
cooled and the vapor pressure gradient near the burning sur
face is rather large. By neglecting the resistance to vapor flow 
due to the presence of noncondensibles, a significant inward 
vapor flow and consequent condensation occur and, 
therefore, the predicted critical time will be much shorter than 

that expected. In order to account for this resistance properly 
the composition of the noncondensibles in the block after the 
onset of combustion and the effective diffusion coefficient 
must be relatively accurately known. Due to lack of sufficient 
available data, the inclusion of this resistance was not 
attempted. The initial conditions are uniform temperature Tt 

and complete saturation. The boundary conditions are (a) zero 
gradients at z = 0, and (b) for t > 0 the surface temperature is at 
rsat and the liquid mass flow rate is that given by the approx
imate integral solution based on steady-state behavior, namely 
(Kim et al., 1974) 

m» = PesK, rfl 
df ds 

ds dz 
= HaPrfiHG a t z = l (3) 

where in general the mass flow rate decreases with the-distance 
from the leading edge. Equation (3) is the integrated value 
over the length of the wick (in the direction of gravity) and the 
parameters in equation (3) are 
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Equation (3) is based on the assumption that all the heat sup
plied to wall by the flame is consumed by evaporation, i.e., if 
the slab is subcooled, the heat supplied to the slab cannot be 
determined using this formulation. Determination of the heat 
transferred to a subcooled slab requires the conjugated porous 
slab-flame formulation, which was not attempted. The energy 
equation given above was solved to estimate the rate of heat 
transfer to the slab for slightly subcooled slabs. This required 
heat is 
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The vapor flow rate (used in equation (2)) is 
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= mass transfer potential 
= specific heat capacity, 

J/kg-K 
= effective specific heat 

capacity, J/kg-k 
= saturation function in the 

capillary pressure equation, 
equation (7) 

= defined in equation (4) 
= heat of evaporation, J/kg 
= gravitational constant, m2 /s 
= defined in equation (4) 
= thermal conductivity, 

W/m-K 
= permeability, m2 

= liquid phase relative 
permeability 

= gas phase relative 
permeability 

= block length, m 
= block height, m 
= mass flux, kg/m2-s 
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= mass flow rate, kg/s 
= molecular weight, kg/kg-

mole 
= pressure, N/m2 

= Peclet 
number = e<r(K/e) vl/a\i 

= Prandtl number for gas 
phase 

= Prandtl number for liquid 
phase 

= inward heat flux, W/m2 

= heat flow rate, W 
= gas constant for vapor, 

J/kg-K 
= saturation e^/e 
= (s-slm)/(l-sim) 
= time, s 
= temperature, K 
= block width, m 
= coordinate axes, m 
= thermal diffusivi-

ty = ke/(flc)B, m2 /s 

e = porosity 
fi = viscosity, kg/m-s 
p = density, kg/m3 

a = surface tension, N/m 

Superscripts 
* = dimensional 

= average 

Subscripts 
1 = evaluated at the surface 
a = ambient 
c = capillary, or critical 
e = effective 

im = immobile liquid saturation 
0 = reference, same as 

saturation 
sat = saturation 
sc = subcooled 
(3 = liquid phase 
7 = vapor phase 
a = solid phase 
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Table 1(a) Dimensionless variables 
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Table 1(6) Dimensionless parameters 

Porous medium-fluid Fluid, solid properties 
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Table 2 Example of grid size selection 

Az At 
1/20 
1/30 
1/40 

th:=-PeK„ 

4x10- 0.4343 
0.4443 
0.4496 

£-<'->(*.£**4r) <5> 
The constitutive equations used are (Udell, 1985) 
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The immobile saturation sim was estimated as 0.05. The effec
tive thermal conductivity was taken as (Udell and Fitch, 1985) 

--Ky+J 
2(^„ •*Zy) (8) 

The solid-gas and solid-liquid thermal conductivities were 
determined by volume averaging. The relative permeability for 
the porous medium used in the experiment was measured and 
these approximations were adapted 

Kr„=s\ Kry = (l-s)3 
(9) 

The dimensionless parameters are given in Table 1(b). Equa
tions (1) and (2), subject to the previously mentioned condi
tions, were solved using the approximate explicit finite-
difference formulation. The grid size and time step size were 
chosen based on stability and convergence. Progressively 
smaller Az and At were chosen until the result no longer 
changed significantly. The critical time is defined as the time 
at which the surface saturation becomes zero. This occurs as 
the resistance to the liquid flow increases (because the satura
tion decreases) and the required saturation gradient (for a 
given mass flow rate) becomes very large. It should be noted 
that the presence of the critical time does not require a 
prescribed liquid flow rate [an example of this is reported for a 
drying process (Kaviany and Mittal, 1986)]. Table 2 gives an 
example for the selection of Az and At. A grid size of 1/40 and 
A? = 4 x l 0 - 6 were used. The overall mass and energy balances 
were examined and found satisfactory (to less than 1 percent). 
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s 

Fig. 2 Variation of relative permeability with respect to saturation 

3 Experiment 

A sintered stainless steel (316) porous block 
0.0432x0.0438x0.0446 m (for Lxlxw), made by ASTRO 
MET ASSOCIATES (Cincinnati, OH), was used; the porosity 
was measured and found to be 0.55. The absolute permeability 
was measured using the modified Darcy's law (Kaviany and 
Mittal, 1986), which includes the second-order effect. It was 
found that the absolute peremeability is 1.09X 10~u m2 and 
the factor F in the second-order term is 1.5 x 10_ 4 , which is 
rather insignificant for the range of velocity encountered. The 
relative permeability was measured by passing steam through 
the porous medium. The steam condensed in the medium and 
the saturation was then measured. Then, the relative 
permeability was measured by passing air through this partial
ly saturated medium. Details of the measurement are similar 
to those described in Kaviany and Mittal (1986). The results 
are shown in Fig. 2. The relative permeability measured im
mediately after condensation was different than that measured 
after allowing the block to cool to room temperature. This can 
be attributed to the redistribution of the liquid in the porous 
medium due to a decrease in temperature and the corre
sponding changes in the density, viscosity, and surface ten
sion. For the room temperature data the approximate 
representation by (1 -s)3 overestimates Kry for s<0.6 but ap
pears to be reasonable for s> 0.6. It should be noted that since 
the contact angles of water and ethanol (for the solid surface 
used) are different, the topology of the liquid distribution 
within the solid matrix for the same average saturation will not 
be the same for the two fluids (Dullien, 1979). Therefore, the 
relative permeability would also be different. 

Thermocouples were placed in various locations inside and 
around the block, including two on the burning surface, one 
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Table 3(a) Numerical values 

Solid Liquid Vapor 

L, Pi, <, 

m kg/m3 J/kg-K 

K, e P$, c$, ni, k*_e, a%, H;, C*, R ; , qg, 
m2 kg/m3 J/kg-K Pa-s W/m-k ra2/s Pa-s J/kg-K J/kg-K J/kg 

0.043 8,328 470 1.09x10-" 0.55 770 2,452 5xl0~ 4 6.40 3.4X10"6 1.1 xl0~ 5 1,430 180.5 8.8xl05 

Table 3(6) Numerical values 

Medium 

" j " -0—71 

N/m W/m-K K 

Ambient 

Pe /?, 

Dimensionless parameters 

Pa 

0.018 6.31 351.5 297 14.3 1.2x10" 25 13.9 0.022 0.583 10.7 0.191 1.02 0.9 

Table 3(c) Parameters1 for the surface mass transfer rate 
(ethanol) 

M, Ah, B 
kg/kg-mole MJ/kg-mole 

Pr Pr« 

46.07 1.278 3.41 0.111 0.044 0.73 0.192 

'From Ahmed and Faeth (1977). 
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Fig. 3 Variations of mass flow rate, surface temperatures, and average 
saturation with respect to time; the critical time and the quench time are 
also marked 

on top (shown in Fig. 1 as TC #1), and one at the bottom (TC 
#2). The block was tightly placed in an aluminum casing with 
only one side open. The thickness of the casing was about 1 
mm. The choice of aluminum was made based on the relative 
inertness to the fuel and ease of machining. However, the heat 
flowing through it can be significant and could be as large as 
that through the porous medium. A separate test made using 
aluminum foil to wrap the porous medium resulted in a similar 
mass flow rate; therefore the influence of the casing was 
thought to be negligible. The burning side was surrounded by 
an aluminum plate of 15x15 cm (except for the burning sur
face). The entire assembly was wrapped in insulation and then 
placed on top of a scale for mass transfer rate measurement. 

In order to ensure the minimum subcooling of the porous 

slab, prior to the start of the combustion, boiling fuel was 
poured onto it while the entire assembly was being heated on a 
hot plate (so that the solid matrix was also near the saturation 
temperature). Then the assembly was removed from the hot 
plate and the surface was ignited. 

The magnitudes of the various parameters appearing in the 
analysis are given in Tables 3(«), 3(6), and 3(c). 

4 Results and Discussion 

The time of the appearance of the first dry patches (i.e., the 
critical time) corresponds to the moment at which, for a de
mand for the liquid flow to the surface, due to a significant 
decrease in the surface saturation the resistance to the liquid 
flow is so large that the saturation gradient at the surface must 
become very large. Figure 3 shows the experimental and 
predicted results for the mass flow rate, surface temperature, 
and average saturation. The prescribed mass flow rate (from 
Kim et al., 1974) is smaller than that measured. This could be 
due to the approximate nature of the results and also the 
assumption of negligible radiation heat transfer. Note that for 
the fuel used, the ratio of heat of evaporation to the enthalpy 
of reaction is 1/35, i.e., only a small amount of heat is re
turned to the surface for evaporation. The maximum mass 
transfer rate is about 20 percent higher than the approximate 
prediction. The results show that prior to tc the decrease in the 
surface saturation does not adversely affect the mass flow. 
This is in contrast to the results for forced convection drying 
(Plumb et al., 1985; Kaviany, 1987; Kaviany and Mittal, 
1986). Observation of the flame, directly and with a 
holographic interferometer, shows that the flame is laminar 
over the entire length of the burning surface. The average 
flame standoff distance was about 3 mm and the small-scale 
characteristic length (K/e)in for the porous medium used is 
0.0044 mm. Therefore, the effect of the surface roughness on 
the flame hydrodynamics is expected to be negligible. 
Therefore, the hydrodynamics of the flame is nearly similar to 
that for a completely liquid-covered surface. However, the 
heat transferred to the exposed solid matrix will be indirectly 
transferred to the liquid surface. The exposed solid matrix 
may have temperatures higher than the saturation tempera
ture, i.e., at and near the surface solid and liquid phases are 
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Fig. 4 Variation of the surface saturation with respect to time for two 
different relative permeabilities; the effect of vapor flow rate is also 
shown 
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Fig. 5 Amount of heat flowing into the block for two different values of 
the initial subcooling 

not in equilibrium. Therefore, the multidimensional heat 
transfer through the porous medium (along with local none-
quilibrium) must be analyzed for estimate of the total rate of 
heat transfer to the liquid phase. Also, due to the nonplanar 
geometry of the surface, the liquid surface area of a partially 
saturated surface is larger than that for a planar surface with 
the same saturation. These interesting aspects of surface mass 
transfer from partially liquid covered surfaces have not yet 
been studied in detail. 

The results in Fig. 3 show that the experimental and 
predicted values of the critical time are in good agreement and 
almost immediately after tc, the surface temperature rises very 
rapidly above the saturation value. Since for the permeability 
encountered the gravity field influences the liquid flow, the 
upper portion of the block dries out first, as shown in Fig. 3. 
The one-dimensional analysis does lead to a reasonable 
estimate of tc, but cannot be applied to strongly gravity-
influenced systems, where the x-direction momentum equa
tion must be solved simultaneously. 

Figure 4 shows variation of the surface saturation with 
respect of time to the critical time. The effects of the relative 
permeability and the inward flow of vapor are examined. Even 
though the initial temperature distribution is uniform at r sa t , 
the combined effect of internal evaporation and condensation 
results in a very small depression of the temperature inside the 
block. This gives rise to a gradient of vapor pressure, forcing 
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e-0.55 
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my =0 

0.0 0.4 0.6 1.0 

Fig. 6 Distribution of the saturation for several elapsed times; the ef
fect of the relative permeability on the distribution is also shown 

the flow of the vapor inward. This flow (relative permeability) 
must be supplied by extra surface evaporation. The result is 
faster drying of the surface, as found from the results shown 
in Fig. 4. The effect of the magnitude of resistance on the liq
uid flow is also shown for two different resistances. As men
tioned earlier, the required surface saturation gradient, which 
becomes very large at tc, is proportional to this resistance and 
as the resistance increases the critical time decreases. 

Since it is assumed that all of the heat transferred to the wall 
is consumed by evaporation, the analysis is valid for a uniform 
initial temperature distribution with the magnitude corre
sponding to the saturation state. Assuming that the surface 
liquid flow rate is not affected by the block subcooling (note 
that the surface is always at TsM), then the amount of heat 
flowing into the block can be determined by solving the energy 
equation. In steady-state processes, the effect of fuel subcool
ing is assessed through the magnitude of ceAT*c/ijg, where c€ 

is the effective specific heat capacity and AT*C = T*it — T*. At 
Ar*c = 10°C this is less than 3 percent for the system con
sidered. However, for this transient experiment, the rate of 
heat transfer needed to heat the block from the initial sub-
cooled temperature to the saturation temperature can be 
rather large in the early stages. This normalized heat flow rate 
is shown in Fig. 5 for AT*C equal to 0 and 10°C. As was men
tioned before, even for ATsc = 0, the temperature is slightly 
depressed, due to internal evaporation-condensation and 
therefore, there is a small amount of heat flowing into the 
block. For A7J. = 10°C, initially a substantial amount of heat 
flows into the block. Note that the heat transferred from the 
flame to the block is only a small fraction of the heat released 
by combustion and therefore the mass transfer rate is not ex
pected to be significantly different than that for the case 
ATsc = 0. However, as expected (and observed experimental
ly), nj/j is slightly smaller for ATsc>0. It should also be noted 
that since the Peclet number is relatively large, adjacent to the 
surface the temperature gradient is rather large and therefore 
the heat flow into the block is rather small. As a result the 
energy required for raising the temperature of the block can be 
rather substantial. 

Figure 6 shows the saturation distribution for different 
elapsed times and for two different relative permeabilities. As 
expected, the lower resistance results in a larger tc. The rather 
extreme gradients occurring near the surface lead to discon
tinuity of the liquid flow (appearance of dry patches). 
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Fig. 7 Effect of the absolute permeability on the critical time; the up
per limit on tc, corresponding to a zero saturation gradient, is also 
shown 

Figure 7 shows the effect of the magnitude of the absolute 
permeability on the critical time. For the ideal case of zero 
resistance to the liquid flow, i.e., zero saturation gradient, the 
critical time is simply the initial liquid content divided by the 
mass flow rate. This upper limit on tc is also shown in the 
figure. Examination of Fig. 3 shows that the flame quenches 
before this limit is reached (and the mass flow rate is not con
stant). Figure 7 also shows that the critical time is proportional 
to the logarithm of absolute permeability for A">10~13 m2. 
This is not quite evident from the saturation equation. 

Examination of equation (3) shows that using equation (9), 
we have 

df ds [ia FtpHG mj[ 

ds dz Pe Pe 

Since trig is taken as a constant, for a given saturation as Pe in
creases the magnitude of ds/dz decreases, i.e., the critical time 
is delayed. The results shown in Fig. 7 suggest that 

?c=,4 + ClogPe 

where C and A depend on the solid matrix and fuel properties. 

5 Summary 

Within the limits imposed by the various assumptions made 
in the analysis, including the lack of the influence of gravity in 
the one-dimensional model, the following conclusions are 
drawn: 

(a) The surface saturation does not significantly influence 
the mass transfer rate. This is in contrast with the available 
results for forced convection mass transfer from partially 
liquid-covered surfaces, where a significant dependence on the 
surface saturation exists. 

(b) Although the inward vapor flow rate is significant, the 

resistance of the noncondensible to this flow must be taken in
to account, otherwise inclusion of this mass flow results in 
unreasonably small values for the critical time. 

(c) Observations also show that the mass transfer rate is not 
significantly reduced when the slab is initially subcooled. This 
suggests that the interaction between the subcooled slab and 
the flame results in additional heat transfer to the slab. 
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An Integral Analysis of Two 
Simple Model Problems of Wind-
Aided Flame Spread 
The method of integral analysis is applied to two simple model problems closely 
related to the general wind-aided flame spread problem. The analysis of the two 
models strongly suggests approximating the general problem as a steady-state pro
cess in the pyrolysis zone and as an unsteady process in the preheat zone ahead of it. 

Introduction 

This paper is concerned with an investigation of the equa
tions of wind aided flame spread. We use integral methods 
(Schlichting, 1979) to analyze two simple model problems that 
characterize their overall fluid-dynamic and heat-transfer 
behavior. The integral solutions presented in sections 2 and 3 
suggest an approximation for the general equations that will 
greatly facilitate their approximate solution. This study only 
motivates the approximation; the actual solution is the subject 
of a later study. 

In the first model problem the velocity field for the im
pulsively started semi-infinite flat plate is examined. Two 
cases are considered: (i) no transverse blowing at the surface 
and (ii) transverse blowing in the region 0<x<xp (see Fig. 1). 
The boundary layer equations for case (i) were analyzed first 
by Stewartson (1951, 1960); the recent numerical study of 
Tadros and Kirkhope (1978) confirms the validity of his 
theoretical predictions. Stewartson (1951) shows for an im
pulsive starting velocity U that the streamwise velocity is in
dependent of x when t<x/U, i.e., u is given in this region by 
the Rayleigh solution. The point t = x/U is described as an 
essential singularity, through which the transition from the in
itial Rayleigh solution to the laminar Blasius boundary layer 
solution occurs. For t>x/U Stewartson shows that the veloci-̂  
ty field depends on both x and /. However, in this regime the i 
dependence decays exponentially as <—• °°, leaving the steady 
Blasius boundary layer as the long-time solution. In sum, the 
initial Rayleigh solution with no x dependence settles into an 
x-dependent but time-independent Blasius solution. To sup
port these predictions, Stewartson (1951) analyzes two simple 
models: (0 the linearized Oseen version of the boundary layer 
equations, and (ii) an integral model that assumes the velocity 
distribution u/U=sin(irz/2$), 0<£<5. For (i), u is independ
ent of x when t<x/Ugiving, as before, the Rayleigh solution; 
w is always independent of iwhen t>x/U. The location x = Ut 
specifies the instantaneous extent of influence of the leading 
edge. For (if), the respective regions of x and t independence 
are K2.65 (x/U) and t>2.65 (x/U). By combining the predic
tions of these two separate models, it is clear that u is given in
itially by the Rayleigh solution, which is independ
ent of x. Then, at t = x/U, the effect of the leading edge is first 
felt at the outer edge of the boundary layer, where the 
Oseen approximation is most nearly valid. The influence of 
this signal subsequently propagates toward the plate until, at 
t = 2.65 (x/U), x has replaced t as the dominant timelike coor
dinate. The velocity field is thereafter described by the steady 
Blasius boundary layer solution. For the integral analysis of 
Section 2.1, the assumed streamwise velocity profile is given 

by the error function; the location of the t-to-x transition is 
given by f=(l/(V2- \))x/U=2A\ x/U, which lies between 
the limits of Stewartson's (1951) Oseen-flow and sine-function 
models. The integral analysis of Section 2.1 is then extended in 
Section 2.2 to describe the velocity field when there is blowing 
only in the pyrolysis zone, 0<x<,xp (see Fig. 1). The steady 
problem with blowing along the entire downstream interface, 
varying as x~m, is discussed in Schlichting (1979). Our in
tegral analysis shows that the flow in the pyrolysis region is 
steady, while in the preheat region x>xp it is unsteady. 

The second model problem examined here is the impulsively 
started constant temperature plate, with unequal gas and plate 
temperatures and no chemical reactions in the gas. This model 
describes the procedure for calculating the Schvab-Zeldovich 
coupling functions for the full wind-aided flame spread prob
lem. The equations for the coupling functions also contain no 
reaction terms, although the boundary conditions are more 
complicated. The effects of blowing are not addressed in this 
model, so that the gas velocities used in the convective terms 
are those of Section 2.1. 

Previous theoretical studies of wind-aided flame spread 
relevant to this study are those of Carrier et al. (1980, 1983), 
for flame spread over noncharring (1980) and charring (1983) 
fuels. In these analyses the Oseen flow linearization was 
employed, enabling the gas and fuel phase conservation equa
tions to be reduced, along the interface, to a complicated set 
of integral equations that were integrated numerically; this 
procedure was first utilized by Sirignano (1974) for the 
opposed-flow flame spread problem. For an extensive discus
sion of other theoretical approaches, as well as previous ex-

T=T -Y=Y -Y=0 °"b O°°'F u 
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PYROLYSIS ZONE 

Fig. 1 Physical configuration for wind-aided flame spread. Shown are 
the flame sheet, where the chemical reaction occurs, and the pyrolysis 
zone, 0 < x < x p . No pyrolysis occurs in the preheat zone, x>x p . 
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perimental studies, the reader is referred to the reviews of 
Fernandez-Pello (1984) and Fernandez-Pello and Hirano 
(1983). 

We note that the flame spread problem as posed here and 
elsewhere (Carrier et al., 1980, 1983; Fernandez-Pello, 1984) is 
not general, in that flames do not necessarily originate at the 
leading edge of the combustible solid. If the flame originates 
downstream, the solution will be nonsimilar; furthermore, the 
elliptical behavior near the tip of the flame zone could then 
not be neglected, since conduction in the stream wise direction 
would affect upstream flame spread. However, none of these 
effects need to be addressed if we restrict ourselves to flames 
originating at x = 0. 

2 Integral Analysis of Mass and Momentum Equa
tions for the Impulsively Started Flat Plate 

The coordinate system is attached to the leading edge, and a 
uniform flow of gas across the plate begins at / = 0. The non-
dimensional mass and momentum equations for a zero-
pressure-gradient time-dependent boundary layer flow are 

It 
dt 

d(pu) d(pv) 

du 

dx 

du 

dy 
(1) 

P-—- + PU-— + pl 
dt dx 

( du' du\ 

dy) 
(2) 

du _d_ 

dy dy 

Here, length, time, and velocity are nondimensionalized with 
L, t0, and U, respectively, where U=L/t0. The dynamic 
viscosity is nondimensionalized with its ambient value. Equa
tions (1) and (2) are reduced to incompressible form by the 
time-dependent Howarth transformation 

:= joPdy 

y dp ?y dp ?y dp 

JO dt Jo dx 

(3) 

With the additional assumption p/i= 1, one obtains 

du dw 

Hx ~dz~ 
and 

du du du d2u 
__ 1- u-- (- w—— = . , 

dt dx dz oz 

(4) 

(5) 

Equations (4) and (5) are now solved when there is no blowing 
at the surface and when there is blowing only in the pyrolysis 
zone, 0<x<xp. 

2.1 No Blowing Along the Surface. The boundary con
ditions in this case are u = w = 0 at z = 0 and u = 1 at z = °°. 
Equations (4) and (5) are integrated from z = 0 to z = ° ° and 
combined, using the conditions w(0) = w(o°) = 0. Into this 
combined integral momentum equation one substitutes 

u = erfr; (6) 

where 

v=- (1) 
A(x, t) 

Note that equation (6) satisfies both the initial and boundary 
conditions on u and the momentum equation at the surface 
and that the quantity A (x, t) is a measure of the boundary-
layer thickness. It is found by solving the equation 

We substitute 

where 

dA _ 3A 
+ (V2_1) 

3/ dx 

A=Vxm> 

2 

t=x/t 
so that equation (8) reduces to 

* [ V 2 - ! - « / ' + 
(V2-D 

-/= 
2 

7 

(8) 

(9) 

(10) 

(H) 

which has a singularity at £ = V2- l.2 We note here that it is 
not necessary to define equations (9) and (10) in order to solve 
equation (8). By simply introducing T = A2/2 as the new 
dependent variable, it can be solved instead by the method of 
characteristics. When the two conditions, A (x, 0) = 0 for x> 0, 
and A(x, t) continuous across the singular characteristic 
x- (V2— 1)/, are applied, the solutions for u are given by equa
tions (14) and (17). 

The solution of equation (11) is 

4 _ r $ _ ( V 2 _ i ) -
f2 = V2-1 

+ C sgn : * - ( V 2 - l ) ) (12) 

where C is the constant of integration. Because of the 
singularity, this equation must be analyzed separately in the 
two regions 0 < £ < V 2 - 1 , and £ > V 2 - 1 . 

Equations (7), (9), and (10) are closely related to the similarity variables for 
the time dependent boundary layer equations, n = z/Vx, J = x/t. In these 
variables equation (7) is simply i) = fi//(J). By defining the stream function <// 

•Jx /!({, n) such that u = ty/dz and w = -dtfr/dx, equation (5) becomes 
Km + hh. 
[G*/2)A, 

ihiit (*/i_ I) - £h^h \ note that u = h^ and w = x~ 1/2 
• / 2 

h/2 - £/J£j. By then substituting u - erf JJ into the equation for h 
and integrating from n - 0 to n = °o one obtains equation (11). 

N o m e n c l a t u r e 

M0 = measure of the blowing 
velocity, see equation (18) v 

Nu = Nusselt number w 
Pr = Prandtl number = ji.cp/\ = x 

via. y 
Re^ = Reynolds number = z 

p^Ux/j),^ = x 
t = time a 

T = temperature 
u = streamwise velocity 5o 
U = streamwise velocity at A/VTT 

leading edge and in the far 
field i) 

transverse velocity 
transverse mass flux 
streamwise coordinate 
transverse coordinate 
transverse Howarth 
coordinate 
thermal diffusion coeffi
cient; a = X/pCp 
displacement thickness 
boundary-layer thickness, 
when M0 = 0 
z/A 

9 = nondimensional temperature 
= Tf-\ 

X = thermal conductivity 
ji = gas viscosity; similarity 

coordinate = z/Vx 
v = kinematic viscosity 
£ = similarity coordinate = x/t 
p = density 

Subscripts 

= pyrolysis 
= ambient conditions 

P 
CO 
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When 0 < £ < V2 - 1, sgn {• j = - 1, and a bounded solution 
is possible only when C = 0 . Thus 

/ = r ^ ~ , 0 < £ < V 2 - 1 (13) 
V v f ^ l ' 

which gives 

w = e r f ( -^VVf^T) , 0<£<V2-1 (14) 

In this region the solution approximates the steady Blasius 
boundary layer. The surface friction coefficient is obtained 
from equations (6), (7), and (14) by reintroducing dimensional 
variables and using t = p,[du/dy\y=a = p(i.[du/dz\i=0. Thus 

0.726 
Cf(x)=- (15) 

where Rex = pa,Ux/iim is the streamwise Reynolds number . 
Compar ison of equation (15) with the exact result of Blasius 
boundary-layer theory, Cy = 0 .664 / \ 
estimate of Cf by 9.4 percent. The 

indicates an over-
nondimensional dis-
%{\-u)dz = A/V r̂. placement thickness is given by 50 = 

Resubstitution of dimensional quantities gives &a/x^ 
1.7533/VRex, which differs from the exact result, 50/x 
= 1.7208/VRe ,̂ by less than 2 percent. 

When £>V2- 1, sgn {•} = 1. Far enough downstream of 
the origin, the influence of the leading edge must vanish, i.e., 
equation (5) must reduce to u, = uzz, whose solution is w = erf 
(z/2v7). Comparison with equations (6), (7), and (12) requires 
C=-4 / (V2- l ) , whereby 

/ = - » , £>V2-1 
VT 

Thus 

w = erf(—r=\, 
\2VrJ 

£>V2-1 

(16) 

(17) 

giving the Rayleigh solution for an infinite plate in the region 
£>V2~1. 

Therefore, when there is no blowing, a steady-state solution 
that approximates the Blasius boundary layer is obtained in 
the upstream region, 0<£<V2-1 , while the transient 
Rayleigh solution for the impulsively started plate problem is 
obtained in the downstream region, £>V2-1. The dividing 
line, x = (V2 - \)t, locates the instantaneous extent of influence 
of the leading edge. Because streamwise diffusion is neglected 
in the boundary layer approximation, this influence occurs in 
x<{^2-l)t only through the convective acceleration term. 
The local acceleration there is negligible by comparison. 
Downstream of the dividing line, the influence of the leading 
edge vanishes, requiring the formation of a balance between 
the transient and diffusive terms in the momentum equation. 
At £ = V2-1, the two solutions for u are continuous. 
However, the streamwise derivatives are discontinuous; in the 
steady boundary layer, du/dx= - (i)/VTrx)exp(-tj2), while 
du/dx = 0 in the transient boundary layer. 

We note that u = erf i\ is the solution of the Rayleigh prob
lem (Stewartson, 1951), obtained from equation (5) by 
neglecting the second convective term, wdu/dz, and by apply
ing the Oseen linearization, udu/dx~du/dx, to the first. One 
finds rj=z/2v7in the region £> 1, which is exactly the result 
predicted by equation (17) in £>V2- 1, and r\ = z/l4x in the 
region £<1, which should be compared with the predictions 
of equation (14), obtained in £ <V2-1. The instantaneous ex
tent of influence of the leading edge for the Rayleigh problem 
is clearly £ = 1. We recall that the integral analysis of Stewart-
son gives £ = 1/2.65 = 0.3774 as the streamwise extent of in
fluence of the leading edge. This differs from the value 
£=V2- 1, found here, by 8.9 percent. Consequently, the in
tegral analysis of this section is in both qualitative and quan

titative agreement with the analysis of Stewartson (1951); the 
changeover from t to x as principle independent variable oc
curs between the limits discussed by Stewartson, since 
0.3774<V2- 1 < 1. The use of error functions for the velocity 
distribution is clearly a compromise between the Oseen prob
lem, whose exact solution is given by error functions, and the 
sine-function integral model of Stewartson (1951). 

2.2 Blowing in the Pyrolysis Zone. It is assumed that the 
mass blowing rate in the pyrolysis zone (see Fig. 1) is given by 

w(x, 0, t) = w0(x, t) = Vx 

P> 

0<x<xn 

x>x„ 

(18) 

This form for vv0 is commonly used when self-similar solutions 
of the boundary layer equations are sought (Williams, 1965). 
The assumed streamwise velocity distribution is 

erfc[»j-g(£)] 
u=\ 6 (19) 

erfc[-g(£)] k ; 

Note that u satisfies the initial and boundary conditions im
posed on equation (5). The function g ( £ ) is chosen to satisfy 
equation (5) at z = 0; thus 

«(£) = 

M0 A(x, t) 
1x 2 ' 

P, 

0<x<xn 

x>x„ 

(20) 

Note tha t g is constant when A is given by equation (14). 
In this study it is assumed tha t the pyrolysis zone length, £ p , 

is less than V2 - 1. Since the pyrolysis front does not propagate 
downstream faster than the average streamwise boundary-
layer velocity wavg, this assumpt ion is justifiable when 
"avg<V2- 1. For the velocity field of equations (6) and (7), 
which is approximately the same as that of equat ion (19), 

go udz = ir" trfxdx = 0.3025 < V 2 - 1 . 
The solution in 0 < £ < £ p is found by integrating equation 

(5) over z, using equat ions (9), (18), (19), and (20). This p ro
duces a nonlinear first-order ordinary differential equat ion for 
/ ( £ ) , which has a singularity at £ = 0. The simplest non-
singular solution i s / „ = const, given by 

/g = 4 
Vrg(l+erfg) + e~s2 

^ l + erfV2g _ 
_V2— e 

1 + erfg 

0^£<£„ (21) 

«2 

LOCAL FRICTION COEFFICIENT 
VS 

BLOWING VELOCITY 

EMMONS (1956) 

Fig. 2 Plot of the skin friction coefficient C, Re^'2 versus the non-
dimensional mass blowing rate M0 
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where g = M^fJl [see equations (9) and (20)]. 
In £p < £ < V2 - 1, sgn [ •) = - 1, and the solution for / i s ob

tained from equation (12) (with sgn (• J = — 1) by evaluating C 
at £p, where f=f0. When £ > V 2 - 1, / is given by equation 
(16). Therefore the velocity field over the entire range of £ is 
given by 

erfc 

« = 1 -
-vx/o 2 J 

erfc [-^] 
0s {<« , 

« = erf 
_vx[-

4 e, V 2 - l - f 

V2-1 £ V 2 - l - € _ (f-'-ih)] 
^ < £ < V 2 - 1 

- e r f [ ^ ] , £>V2-1 (22) 

Note that the pyrolysis zone is in the steady state, while the 
preheat zone, £ > £ p , contains the transient effects of 
preheating. Note also that the velocities are continuous across 
g = V2— 1, but discontinuous across the pyrolysis front, where 
the transition to zero blowing occurs. This discontinuity is 
(Wo/oJasMa/o-O. 

A plot of the nondimensional mass blowing rate M0 versus 
the skin friction coefficient is shown in Fig. 2. This 
plot compares the approximate results obtained in the 
pyrolysis zone with the exact predictions of boundary layer 
theory (Emmons, 1956). The percentage difference between 
the exact and the approximate results is seen to increase as the 
blowing velocity increases. It is apparent that the approximate 
analysis does not produce a blowoff limit. 

3 Impulsively Started Plate With Unequal Gas and 
Plate Temperatures 

Consider a solid, stationary plate and a nonreacting, sta
tionary gas, both with initial temperature T=l. At t = Q, and 
starting at the upstream edge, gas with temperature 7y>l is 
blown across the surface, whose temperature remains con
stant. Because of the boundary layer assumption there is no 
streamwise diffusion of heat; therefore, a discontinuity in T 
propagates downstream with velocity dx/dt=\. When x>t 
the solution is T=\. By defining Q = Tf~T, and applying the 
Howarth transformation of equations (3), the compressible 
boundary layer form of the energy equation reduces to 

1 d2Q 
(23) 

de ae ae 
- r ~ + M~v~ + w—r-at dx az Pr dz2 

The initial and boundary conditions are Q(x, z, 0) = 0, 9(0, z, 
t) = Tf-l,Q(x,0,t)=Tf~l and 9(x, oo, t) = 0. Now assume 
[compare with equation (6)] 

9 = [T/-l]erfc[ 
A(x,t). 

where 

A(x,t) = ^ca(H) 

(24) 

(25) 

which satisfies the initial and boundary conditions, as well as 
equation (23) at z = 0. Integration of equation (23) over z, use 
of w(0) = w(oo) = 0, followed by substitution of equations (6), 
(7), (24), and (25), gives 

^w-^'^'tw-1! VFTa2 

V/^+J2-/ 
aPr 

= 0 (26) 

Note that w h e n / = a and Pr= 1 this reduces to equation (11). 
Because of the similarity in the equations for u [equation (5) 

with no blowing] and 9 [equation (23)], solutions are obtained 
here for 9 in the steady convective-diffusive boundary layer 
region, 0 < £ < V 2 - 1, and in the unsteady transient-diffusive 
region, V 2 - 1 < £ < 1 . In the first reg ion / i s constant and is 
given by equation (13); therefore the simplest solution of 
equation (26) that is bounded at the singular point £ = 0 is 
a = const., obtained by solving the quartic equation 
[V/2 + a2 -f]/2 = 2/(«Pr). Since the Reynolds analogy re
quires that the thermal and velocity boundary layers be iden
tical when Pr = 1, the proper root gives lim a =f. Thus 

where 

- C 
Pr / 2 

a = -1=-\^A+^-A+J4A2 + l6\ 
VPr L J 

) ' 

(27) 

Pr 2 / 4 

' P r / 2 

64 
~27~ 

Pr 2 / 4 6 4 •> 

~27~/ 
(28) 

An estimate for the accuracy of these results is obtained by 
calculating the streamwise Nusselt number and comparing 
with the boundary layer calculation. In the nondimensional 
variables used here, Nu„ is defined as 

(29) 

Using Pr = 3/4 gives Nux = 0.326 VRe^., which differs from the 
exact value Nux = 0.302 VSe^ (Schlichting, 1979) by 8.2 per
cent. When P r = l this formulation gives Nux = 0.363 VRex, 
which overestimates the exact result, Nux = 0.332 VRe^, by 
9.3 percent. 

In the transient region, V2 — 1 < £ < 1, one pu t s /= 2/V£ into 
equation (26). The solution for a is then tf (£) = 2/VPr£, which 
gives the Rayleigh solution for 9 . Along the line £ = V2- 1 the 
solutions are continuous only when Pr=l. For Pr = 3/4, the 
steady boundary layer solution at £ = V2- 1 gives 9 = (Tj— 1) 
erfc (0.449 z/vT), while the downstream solution gives 
9 = (Tj— l)erfc(0.433z/vT). As the Prandtl number decreases 
the discontinuity increases. 

When the velocity field with blowing is employed in the con-
vective terms of equation (23), the pyrolysis (blowing) region 
will be steady, while the downstream (preheat) region will be 
unsteady. The discontinuity of 9 for P r ^ l will remain. The 
assumed solution for 9 must resemble equation (19). 

4 Discussion and Conclusions 

The solution for the velocity field of Section 2 can be used 
without modification in the governing equations for the 
general wind-aided flame spread model, because for zero 
pressure gradient boundary layer flows the calculation of the 
velocity field is decoupled from the calculation of the species 
and temperature fields. The comparisons between the exact 
Blasius solution and the integral solutions in Section 2.1 show 
good agreement, although better agreement for Cf (2.7 per
cent as opposed to 9.4 percent) can be obtained by using sim
ple polynomials instead of the error function (Schlichting, 
1979). However, this does not diminish the validity of the 
results in Sections 2.1 and 2.2, where it is shown that the error 
function velocity profile of equation (6) is the exact solution of 
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equation (5) under the Oseen linearization, which is itself a 
very useful approximation in the study of wind-aided flame 
spread. From Fig. 2 one observes that the accuracy of the in
tegral approximation decreases as the blowing rate increases. 
Note, however, that the accuracy of the boundary layer 
assumptions also worsens as the blowing rate increases. 
Blowoff is not obtained for the integral analysis of Section 2.2 
because du/dz>0 is forced by the chosen velocity profile of 
equation (19). 

For the solution of the general problem it is the temperature 
field that presents the most difficulty, because the equations in 
the solid and the gas are coupled through the interface bound
ary conditions. When radiation is neglected the general equa
tions of wind-aided flame spread can be solved in terms of the 
similarity coordinates £=AV7 and p = z/Vx (Carrier et al., 
1980), although the blowing velocity must then have an inverse 
square root dependence on x [see equation (18)]. By addi
tionally employing the Oseen linearization for the gas flow 
field, this procedure led finally to a complicated set of integral 
equations that were solved numerically (Carrier et al., 1980, 
1983). In the simplified model of Section 3, none of these com
plications are addressed. Good agreement for Pr = 3/4 is ob
tained between the heat transfer model analyzed here with in
tegral methods, and the exact results of boundary layer 
theory. The spatial and temporal coordinate dependence of 
the temperature is dictated by, and across £ = V2- 1 is iden
tical to, that for the velocity field, i.e., it is steady for 
£ < V2 - 1, unsteady for £ > V2 - 1. 

Thus, the principal result of this investigation is that the 
velocity field for the impulsively started plate with or without 
blowing, and the temperature field for the impulsively started 
plate with unequal gas and plate temperatures, both exhibit 
steady-state behavior in the pyrolysis zone (0<x<xp) and 
transient behavior in the preheat zone (x>xp). We note that 
this is an approximate result, subject to the limitations of in
tegral analysis, which often very successfully extracts global 
behavior while sacrificing local rigor. As emphasized by 
Stewartson (1951), the transition from spatial to temporal 
dependence is not stepwise, but rather is continuous, with the 
influence of £ on the velocity field dying out as exp( - 0.03/£3) 
as £—0. This theoretically predicted exponential decay is con
firmed by the finite-element analysis of Tadros and Kirkhope 
(1978) who also show that for t/x-'i (i.e., £ - 0.333) the initial 
Rayleigh solution has settled into the Blasius solution. We 
believe that the neglect of such local behavior is justifiable 

when the purpose of the analysis is to extract the correct 
overall behavior and to develop useful predictive formulas, 
while minimizing computational and calculational effort. 

Consequently, for wind-aided flame spread the problem in 
the pyrolysis zone 0<X<JCP can be viewed as a steady-state 
Blasius boundary layer with blowing, while the problem in the 
preheat zone, x>xp, can be assumed transient and to contain 
no streamwise (x) coordinate dependence. This suggested to 
the authors that instead of performing an integral analysis, the 
assumption of a steady state in the pyrolysis zone and a tran
sient response in the preheat zone would be made from the 
outset. When the Oseen flow assumption is employed the 
mass, momentum, species, and energy equations can be solved 
exactly in each zone, and then matched across the transition 
line. We note that the Oseen linearization is a very good ap
proximation for flow-assisted flame spread, since the flame is 
generally well outside the velocity boundary layer. 
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Experiments for the Determination 
of Convective Diffusion Heat/Mass 
Transfer to Burner Rig Test 
Targets Comparable in Size to Jet 
Stream Diameter 
The application of a recently formulated vapor transport theory to predict deposi
tion rates of corrosive salts from alkali-seeded combustion gases of a small-capacity, 
high-velocity, atmospheric-pressure burner rig was hampered by the relatively large 
dimensions of the cylindrical deposit collector compared to the diameter of the com
bustion gas stream. The relative dimensions led to a highly nonadiabatic combustion 
gas flow around the collector and necessitated two series of experiments. In the first 
series, mass transfer coefficients were determined by utilizing the naphthalene 
sublimation technique. The second series of experiments determined the dilution ef
fect on the sodium species concentrations due to the entrainment of ambient air. 
This second series involved the measurement of the temperature variation along the 
surface of the collector under steady-state conditions. Vapor deposition rates were 
determined exploiting this information and the results were found to compare 
favorably with experimentally obtained rates. 

Introduction 

Accelerated blade and vane failures can occur in the hot sec
tion of gas turbine engines due to the deposition of corrosive 
salts resulting from trace impurities in the combustion gases 
(hot corrosion). This problem prompted the investigation of 
the deposition rates occurring on internally air-cooled, inert, 
cylindrical collectors in the cross stream of the combustion 
products of a small-capacity, high-velocity, atmospheric-
pressure burner rig seeded with sodium salts (Santoro et al., 
1984; Santoro et al., 1985; Gokoglu, 1984). 

Our intention was to compare the measured vapor transport 
deposition rates with a recently formulated comprehensive 
chemically frozen boundary layer (CFBL) vapor transport 
theory (Rosner et al., 1979; Gokoglu et al., 1984). The original 
procedure for introducing the contaminant into the burner rig 
consisted of air atomization of various sodium salt solutions 
into the combustor. This resulted in inertial impaction of solu
tion droplets onto the collector, precluding our intended com
parison. To insure that the sodium species were entirely in the 
vapor phase in the combustor, a new procedure was adopted 
that involved physically mixing a solution of sodium acetate in 
ethanol with Jet A-l fuel in the cavity of the fuel nozzle and 
spraying this mixture through the fuel nozzle into the com
bustor. However, dimensional restraints of the experimental 
setup required additional information because the size of the 
deposition collector was large (1.90 cm diameter by 1.27 cm 
high cylinder) relative to the 2.54 cm diameter of the combus
tion gas jet stream. The minimum size of the collector is dic
tated by its internal air cooling feature, which allows the col
lector temperature to be controlled anywhere from beyond the 
dew point temperature of sodium sulfate down to 500 °C while 
maintaining a constant fuel-to-air ratio (constant flame 
temperature and chemistry of the sodium species vapors). 
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ASME. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 1986. Manuscript 
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Were the collector totally immersed in the jet stream (a 
"perfect" cylinder in crossflow situation), the mass transfer 
coefficient would be readily calculable and the local dopant 
species concentration would be equal to that in the burner exit 
nozzle. The dimensional relationship however results in a 
highly nonadiabatic combustion gas flow and a nonuniform 
mainstream gas concentration around the collector due to the 
entrainment of ambient air (see Fig. 1). Consequently the local 
thermodynamic and transport properties become angle de
pendent. This angular dependency necessitated additional ex
periments to provide the mass transfer coefficient and the 
dilution effect of the dopant species in the mainstream as in
put to the CFBL theory. 

ESS 
- COLLECTOR 

AMBIENT AIR 

Fi9. 

BURNER NOZZLE 

1 Schematic of burner rig and collector configuration showing 
ambient air entrainment; relative positions and dimensions reflect real 
experimental setup 
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A series of experiments to determine the mass transfer coef
ficient was performed utilizing the naphthalene sublimation 
technique. The dilution effect was ascertained by measuring 
the temperature variation along the surface of the collector 
under steady-state conditions. The discharge coefficient of the 
burner exit nozzle was also determined to provide values of the 
jet approach velocities, i.e., to obtain accurate Reynolds 
numbers. Finally, vapor deposition rates were measured and 
their values compared with those predicted by the CFBL 
theory. The analytical techniques employed in this application 
of the theory, utilizing the transport parameters derived from 
the experiments presented here, have been reported in detail 
elsewhere (Gokoglu and Santoro, 1987) and are only outlined 
in this report for completeness. The predicted vapor deposi
tion rates compared favorably with measured rates. 

Experimental Procedures 

Discharge Coefficient of the Burner Exit Nozzle. The cor
rect calculation of the jet approach velocities and, therefore, 
the Reynolds numbers requires values for the discharge coeffi
cient of the burner exit nozzle. These values were experimen
tally determined as a function of Reynolds number by measur
ing the differences between the stagnation and barometric 
pressures. A pitot tube and sensitive differential pressure (±2 
psid) transducer were used for these measurements. Ambient 
pressure was recorded using a 0-20 psia transducer. The wind
ward stagnation point of the collector was 1.27 cm from the 
burner exit nozzle. Therefore, the leading surface of the col
lector was well within the core of the jet (isentropic zone of the 
flame), i.e., the free-stream approach velocity and 
temperature did not change in this region. These experiments 
were carried out at ambient temperatures (as opposed to flame 
temperatures) so that one can apply the isentropic jet expan
sion relationships more confidently. Hence, the free-stream 
velocities inferred from Ap measurements were the same at 
both the burner exit and the cylinder locations. The jet 
airstream temperature was measured with a sonic temperature 
probe. The pitot probe and the sonic temperature probe were 
attached one above the other on the vertical axis of a three-
axis remotely controlled slide mechanism. Figure 1 shows the 
relative dimensional configuration of the burner nozzle used 
in all the testing reported here. Equivalent aerodynamic condi
tions at flame temperature (i.e., the same Reynolds number) 
required mass flow velocities of about 7 g/s under ambient 
temperature conditions, the lower sensitivity limit of our 
pressure difference measurements. 

Naphthalene Sublimation From Cylindrical Targets. Two 
sets of naphthalene sublimation experiments were conducted, 
one set in which the entire cast naphthalene target cylinder was 
exposed to the flow (full-cylinder experiments) and another set 
in which all but a predetermined angular segment of the sur
face of the target cylinder was covered by cellophane tape. The 
exposed segment faced the jet stream (segmented cylinder ex
periments). In both series of experiments the cast naphthalene 
cylinders were enclosed in a small insulated tunnel attached to 
the exit nozzle of the burner so as to maintain near equal 
temperature between the jet stream and the ambient air 
(within 0.5°C). The full-cylinder tests provided the data to 
determine the perimeter-averaged mass transfer coefficient, 
while the segmented cylinder tests yielded data to obtain the 
angular dependence of the mass transfer coefficient by varying 
the angle of the exposed surface segment. 

Sublimation Cylinder Construction. The construction par
ticulars and rigid tolerances duplicated those used by Sparrow 
et al. (1984), except the overall dimensions were scaled to our 
requirements. The components include the target element, the 
upper and lower guard sections that flank the target element 
and are themselves flanked by aluminum sections, and a base 
section for attachment to the rig. The entire assembly is held 
together by a center rod screwed into the base and fastened on 
top with a knurled nut. The overall length was intended to 
represent an infinitely long cylinder with respect to the jet 
airstream diameter from the burner rig. The cast target ele
ment dimensions duplicated those of the collectors employed 
in the deposition runs. Each guard element provided a 
naphthalene surface 1.90 cm high by 1.90 cm in diameter. The 
function of the guard elements was to eliminate the effects of 
axial interactions as discussed by Sparrow et al. (1984). 

Naphthalene Casting Procedures. A casting procedure 
described by Sparrow et al. (1984) was followed to produce the 
naphthalene target and guard elements. A cylindrical brass 
sleeve was slipped over the respective element to serve as the 
outer boundary and create a mold cavity. Molten naphthalene 
was then poured into the cavity through a small hole in the up
per face of the element, the pouring operation being facilitated 
by the use of a funnel. The air displaced from the cavity 
escaped through a second hole, also equipped with a funnel. 
Once the naphthalene had solidified, the element was readily 
separated from the sleeve by applying pressure from below. 
The inner surface of the sleeve had been lapped to a mirror 
finish and the finish of the exposed surface of the naphthalene 
was of comparable quality. Each completed cast cylinder was 
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placed in its own storage container designed to minimize the 
inner air space and thus limit the loss of naphthalene by 
sublimation during storage. 

Sublimation Testing Procedure. Each test run was initiated 
with freshly cast naphthalene sections. The assembled cylinder 
was removed from its storage container immediately prior to 
insertion into a 20.3 cm diameter by 43.2 cm long insulated 
tunnel, which was attached to the exit nozzle of the burner. 
The cylinder was secured to a shaft extending through the wall 
of the tunnel, thus positioning the cylinder so that its target 
element was in the same position with respect to the burner 
nozzle as the collector would be in the deposition runs. Then 
the cast cylinder was shrouded by an outer concentric tube. 
The tunnel access door was fastened shut for the remainder of 
the operation and the desired airflow rate established. When 
the temperature of the air jet stream and ambient air in the 
tunnel was equilibrated, the shroud was lowered, thereby ex
posing the naphthalene to the airflow. Equilibrium was con
sidered established when the reading of a precision ther
mometer in the combustor of the burner was within 0.5 °C of 
that of an identical thermometer located in the tunnel. The 
smallest scale reading of these thermometers was 0.2°C. The 
length of time the naphthalene was exposed to the airflow was 
limited so that the recession of the diameter of the target ele
ment would not exceed about 0.3 percent of the initial 
diameter, an amount which can be neglected. Thus the initial 
diameter was taken as the characteristic dimension in subse
quent calculations. To accommodate this restriction, the inter
val of exposure varied from about 5 min for high flow rates 
(approximately 21 g/s) and temperatures (approximately 
25 °C) to about 30 min for low flow rates (approximately 7 
g/s) and temperatures (approximately 19°C). 

The amount of mass transfer was determined by differenc
ing the weighings made of the target section before and after 
the run. These weighings utilized an electronic balance with a 
smallest scale reading of 10 ~5 g. Prior to actual sublimation 
testing, handling and storage weight losses of the target ele
ment were found to be within the precision of the balance; this 
includes the time spent within the shroud of maximum airflow 
and run time interval. 

The testing procedures for the segmented cylinder ex
periments were equivalent to the full-cylinder experiments ex
cept that prior to the initial weighing, the target section was 
carefully taped so as to expose only a windward angular seg
ment of naphthalene surface. The exposed surface was 
centered on the stagnation point. The precise arc length of the 
exposed naphthalene was determined by carefully measuring 
its chord length with a caliper, where 

The reproductibility of the data was segment angle dependent, 
being better for large angles. There were two contributing fac
tors for this dependency. First, less weight loss could be per
mitted to occur at the smaller angles and still maintain the 
allowable radial thinning of the target. The second factor was 
due to the perturbation of the boundary layer flow around the 
target by the ends of the tape (at the tape end-naphthalene 
junctions). At the stagnation point we estimated the boundary 
layer thickness for a Reynolds number of 1.5 x 104 to be 
about a factor of five times the thickness of the tape (approx
imately 70 /un). This factor increases as a function of distance 
from the stagnation point because of the increasing thickness 
of the boundary layer. Thus, both the percentage of surface 
naphthalene affected by the tape edge perturbation, and the 
percentage of the boundary layer perturbed, decreased with 
increase in the angle of the exposed naphthalene segment. We 
found we could gather acceptable data at segment angles of > 
40 deg. 

Angular Variation of Collector Surface Temperature. The 
entrainment of ambient air around the relatively large deposi
tion collector resulted in cooling of the mainstream 
temperature and dilution of the sodium dopant species con
centrations. An indirect approach was taken to determine the 
angular variation of the dopant species concentration. Ex
periments were performed to measure the angular variation of 
collector surface temperatures. The collectors were fabricated 
of materials with different thermal conductivities and exposed 
to different combustion gas temperatures under steady-state 
conditions at different Reynolds numbers. When the normal
ized collector surface temperatures were plotted against angle 
for the burner operating range of interest, a "universal" curve 
emerged. The curve was independent of collector material, 
Reynolds number, and approach gas temperature. We then 
assumed that the mainstream had the same normalized 
temperature distribution and that this distribution reflected 
the dopant species concentrations relative to their concentra
tions as they left the burner exit nozzle. 

Surface temperature variation was measured for both Pt-20 
percent Rh collectors, normally utilized in the deposition runs, 
and alumina collectors of identical dimensions. The positions 
of the collectors with respect to the exit nozzle of the burner 
were identical to the position of the deposition collectors in the 
deposition runs. The internal cooling air feature of the collec
tor was not utilized. The collector temperature was sensed by a 
thermocouple embedded in the wall. The angular position of 
the thermocoupled collector was varied with respect to the 
direction of the jet stream by rotating the shaft supporting the 
collector. 

A typical run consisted of setting the collector at the zero 
angle, allowing the burner to come to thermal equilibrium at 
the desired burner pressure and fuel/air flows, measuring the 
combustion gas temperature with a sonic temperature probe, 
swinging the burner into position to heat the collector, re
cording the steady-state collector temperature, rotating the 
collector to the next angle, recording its steady-state 
temperature, continuing this procedure for all angles from 0 to 
180 deg in both directions, swinging the burner out of the heat 
position and finally rechecking the combustion gas 
temperature. The burner parameters were then changed (new 
mass flow and gas temperature) for the start of another run. 
In this way angular temperature variation data were gathered 
for Reynolds numbers from 1.4 X 104 to 1.8 X 104 and gas 
temperatures from 1700 to 2000 K on both the metallic and 
ceramic collectors. 

Vapor Phase Deposition. The deposition runs were con
ducted as described by Santoro et al. (1985), except for the 
method used to inject the sodium salt solutions into the com
bustor. In order to eliminate the deposition of molten droplets 
as occurred in the previous method, i.e., to insure that the 
sodium species are entirely vaporized in the combustor, a 
dilute solution of sodium acetate in ethanol was pumped into 
the fuel nozzle cavity to be mixed there with the jet A-l fuel. 
The mixture of fuel and sodium acetate-alcohol solution was 
sprayed through the fuel nozzle, mixed with swirling 
preheated air (140°C) and burned. The volume flow ratio of 
alcohol to fuel was 0.05. The salt-alcohol solution flow rate 
was determined by a graduated cylinder reservoir. 

Some of the sodium fed into the burner deposited as acetate 
on the inner walls of the burner liner (5.08 cm dia) at its cooled 
end. Also a negligibly small amount was found as sodium 
sulfate on the hot end of the liner and on the throat of the exit 
nozzle. From chemical analyses of the deposit on the liner,2 

we estimated that about 25 percent of the total sodium in
jected was extracted from the combustion gases, yielding a 

The method of analysis was the inductively coupled plasma atomic emission 
spectrometry. 
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corrected typical sodium concentration of 5 ppm with respect 
to the air mass flow of 25 g/s. Other typical operating 
parameters are: 30 min run times, Mach number 0.3 (Ap = 1 
psig across the burner exit nozzle), Reynolds number 1.7 x 
104, fuel-to-air mass flowrate ratio of 0.035, and combustion 
gas temperature of 1800 K. In all cases the Pt-20 percent Rh 
cylindrical collectors were 1.90 cm diameter by 1.27 cm high. 
The collector temperature was varied from 600 to 900 °C by 
means of its internal air impingement cooling feature. The 
deposit on the collector in all cases was essentially sodium 
sulfate resulting from the excess presence of sulfur impurity 
available in the fuel (0.02 to 0.06 percent). The amount of 
deposit was determined both by weight change and by 
chemical analyses (see footnote 2). Frequent cleaning of the 
combustor liner insured that salt deposit buildup would not 
become so thick as to shed the deposit back into the combus
tion gases. 
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Fig. 2 Burner exit nozzle discharge coefficient as 
Reynolds number based on nozzle diameter 
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Reduction of Data and Experimental Results 

Discharge Coefficient Data Reduction and Results. The 
discharge coefficient of the burner exit nozzle is defined as the 
ratio of the effective area of the jet nozzle through which gas 
with a uniform velocity profile passes to the geometric area, 
i.e., 

^ e f f 
DC=- (2) 

^ n o z z l e 

The isentropic jet expansion relationship can be applied at am 
bient conditions to obtain the jet exit velocity 

( T - l ) 

C/oo = UK 

where AP and U„ 

]~T] (3) 

Px and t/sonic = (yRT/M)m. For a known 
gas mass flow rate m, using the ideal gas law, the effective 
nozzle area is 

-<4ff f— _ 
RT„ m 
P^M C/„ 

(4) 

We measured AP, PK, and m under ambient conditions and at 
equivalent aerodynamic conditions of interest at flame 
temperatures (same Reynolds numbers). Measuring AP in
stead of P0 greatly reduced the experimental uncertainty as 
confirmed by an error analysis. 

Figure 2 is a plot of the discharge coefficient as a function 
of Reynolds number. Data were accumulated at Reynolds 
numbers well above the range of immediate interest to the 
problem. Note that only in this figure the Reynolds numbers 
are given with respect to the diameter of the throat of the 
burner exit nozzle. 

Sublimation Data Reduction and Results. In the sublima
tion experiments the mass transfer coefficient was not affected 
by the entrainment of ambient air as its temperature and the 
temperature of the jet stream were kept to within 0.5 "C. Thus 
the sublimation of naphthalene from the target cylinder was 
dependent on the jet stream temperature. 

The measured naphthalene weight change data from both 
the full and the segmented sublimation runs were reduced to 
their respective dimensionless average mass transfer coeffi
cients as follows. In the basic mass flux equation 

pD_ 

L 
J"=- • Nu»w„ (5) 

The following substitutions are made: cow = (Pnaph/Poo)' 
(Mmpb/M),D = n/(pSc), andL = dwhereP 

naph ^ ^he V a p o r 
pressure of naphthalene at the prevailing temperature, Mnaph 

is the molecular weight of naphthalene, and M is the mean 
molecular weight of gas. Multiplying through by A, the area 
of exposed naphthalene, and rearranging yields 

Nu = 
(/)(Sc)(P„)(M)(rf) 

(6) 
M)( / i)(Pn a p h)(Mn a p h) 

where (A) (j" ) = j is the measured target weight change rate. 
In addition to j , the barometric pressure and ambient 
temperatures were recorded. Pn a p h was obtained from the 
published tables (Ambrose et al., 1975; Camin and Rossini, 
1955; Sogin, 1958; Vargaftik, 1975) at the measured ambient 
temperature. 

The segmented cylinder naphthalene sublimation data col
lected within the Reynolds range of the deposition experiments 
allowed the determination of the effect of mainstream tur
bulence. The details were presented by Gokoglu and Santoro 
(1987). Within this Reynolds number range, it was found that 
mainstream turbulence did not affect heat and/or mass 
transfer rates. 

The experimental mass transfer coefficients were compared 
to correlations for cylinder-in-crossflow situations. Two cor
relations were used: the correlation by Whitaker (1976) for the 
full cylinder 

Nu = (0.4 Re1/2 + 0.06 Re2/3)Sc° (7) 

and the modified stagnation point Nusselt number describing 
the stagnation point region for the segmented cylinder 
(Gokoglu and Santoro, 1987) 

Nu„ = Nu„ 1 -

where 

O<0<—- (8) 

Nu„ = 1.14Re1/2Sc0-35 
(9) 

Recall from the experimental procedure section that the 
angular dependence of the mass transfer was derived from 
segmented cylinder sublimation experiments where arc lengths 
of the exposed naphthalene were expressed by their subtended 
angles. What was actually measured then was the average 
mass transfer over the angles of the exposed naphthalene. 
Thus the equation representing the angular relationship 

Nu„ = Nu, 

<-f)-
O<0<- (10) 

must be integrated to yield the average values encompassing 
the segments of exposed naphthalene for comparison with the 
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Fig. 3 Full and segmented (0 = 50 deg) cylinder mass transfer Nusselt 
number as a function of Reynolds number (based on cylinder diameter) 

experimental data. The integration of equation (10) is equa
tion (8). 

The quality of data from full-cylinder tests is better than 
from segmented cylinder tests because of the influence of the 
tape on the boundary layer flow as explained earlier. In fact 
the full-cylinder data were so reproducible that the uncertainty 
was entirely due to the precision of the naphthalene 
temperature measurements. Figure 3 represents experimental 
results from some of the sublimation runs, where the mass 
transfer Nusselt number is given as a function of Reynods 
number for full and segmented (8 = 50 deg) cylinders. Also 
shown are the correlation equations (7) and (8). In the 
Reynolds number range of the deposition experiments (1.5 x 
104 < Re < 2.0 x 104), the correlation and experimental data 
are in agreement, i.e., the "perfect" cylinder in crossflow 
assumption is applicable here in spite of the relatively large 
collector dimensions with respect to the jet stream diameter. 
Thus the aerodynamic structure inside the boundary layer was 
not altered by the entrainment phenomenon around the collec
tor. At higher Reynolds numbers, F(turb) given by 

Nu (experimental) 
F(turb) = (11) 

Nu (correlation) 
becomes greater than unity as indicated by the divergence of 
the experimental and correlation curves. 

Angular Temperature Data Reduction and Results. From 
the angular surface temperature measurements on metallic 
and ceramic cylinders exposed to the combustion gases of the 
burner rig, a normalized surface temperature distribution was 
derived that, within the burner operating range of interest, 
was found to be independent of combustion gas temperature, 
Reynolds number, or collector conductivity. We assumed the 
same distribution describes the gas temperature variation 
around the collector, i.e., 

rTjd^-Tn = |-r-eo>-7yi (12) 
L X Q — T / J collector L TQ— Tj J gas 

With the sonic temperature probe we also measured the 
leeward (Tj) and windward (T0) stagnation point gas 
temperatures. The leeward stagnation point gas temperature 
was determined by positioning the sonic temperature probe at 
various distances downstream of the collector along the 
centerline and extrapolating their values to the leeward stagna
tion point. The measurement of T(6) (gas) in equation (12) 
was calculated at each angle. A properly reduced gas 

1.0 
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S $ 

60 90 120 
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Fig. 4 Mainstream temperature and species mass fraction distribution 
around the collector as obtained from surface temperature measure
ment of collectors made of different materials for the range of operation 
of burner rig 

temperature distribution was in turn generated from the 
calculated T(8) (gas) values and set equal to the properly 
reduced mass fraction distribution of the sodium species via 
the heat/mass transfer analogy, assuming turbulent mixing 

Tid}-Ta, "ein (13) 

Equation (13) is plotted against 6 in Fig. 4. 

Deposition Rate Data Reduction and Results. The ex
perimental data gleaned from the testing described in this 
report have provided all the information required to apply the 
CFBL vapor transport theory to the deposition rate data from 
our burner rig experiments. The analytical technique 
developed for this purpose has already been reported by 
Gokoglu and Santoro (1987) and includes the multicomponent 
nature of the problem by considering the dominant sodium 
carrying species and the thermal diffusion and variable 
property effects due to steep temperature gradients. In 
general, the procedure consisted of integrating the local mass 
transfer (deposition) flux equation with each term within the 
equation expressed by its angle and/or temperature 
dependency 

Jw-
1 

2-7T.L !

2TI 

0 
Pei Te-k0»•£>,« 7 ; { f J » . N u ( 0 , r e - t m 

• W e { 0 } . d » - — . ( P e D e N u , « e ) (14) 

Notice that an approach directed at obtaining the isolated 
effective mainstream concentrations « e , and the isolated ef
fective Nusselt number Nu9, etc., would not give the correct 
total deposition rate as the average of the product is not equal 
to the product of the averages, i.e., 

1 1 
L-(pe'De'N\i9'ue)?i—.pe.De.NvLe'<ae 

The predicted deposition rates derived from the analytical 
technique described by Gokoglu and Santoro (1987) are com
pared with the experimental rates in Fig. 5. The experimental 
data were reduced to the following set of conditions: M&„ = 
0.3, Re = 1.74 x 1 0 \ fuel-to-airflow rate = 0.035, T0 = 
1800 K. The predicted band refers to 30 percent (lower curve) 
and 20 percent (higher curve) of total sodium fed into the 
system lost on the wall of the burner liner (estimated at 25 per
cent). The reduced net sodium concentration for Fig. 5 is 
about 5 ppm with respect to the combustion gases. Excellent 
agreement is found between theory and experiment for the 
plateau region. The disagreement above the melting point of 
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Fig. 5 Comparison of predicted and experimental sodium sulfate 
deposition rates for high-velocity burner rig 

(0.94 + 0.14 Re1'6)"1 

Fig. 6 Modification of figure by Gokoglu and Rosner (1983): The sym
bols represent polar integration of experimental heat/mass transfer data 
from eight sources as in the original figure, but the curve was generated 
from equations (7) and (8) of this report 

sodium sulfate (884°C) has been found to be due to shear-
driven molten deposit layer runoff from the smooth collector 
surface (Santoro et al., 1984; Rosner et al., 1983; Rosner and 
Nagarajan, 1987) resulting in lower experimental values. 

Experimental data available in the literature describing the 
Reynolds number dependence of the angular variation of the 
heat/mass transfer coefficient around cylinders in crossflow 
was utilized by Gokoglu and Rosner (1983) to obtain the wind
ward fraction ( - T T / 2 < 6 < TT/2) of the total heat/mass 
transferred to the cylinders (see Fig. 6). The error bars in the 
figure indicate the uncertainty in the polar integration of ex
perimental data and the different symbols represent the scatter 
of data from different sources. The curve is based on the ratio 
of windward section averaged mass transfer using equation (8) 
to perimeter averaged mass transfer using equation (7); i.e., 

Windward fraction = 
1.14 Re1/2(0.75)(,4/2) 

(0.4 Re1/2 + 0.06 Re2 /3)(^) 

= (0.94 + 0.14 Re" 6 ) - 1 (15) 

Equation (15) assumes that the effect of Sc on the ratio is 
negligible. This modification of the original figure affirms the 
suitability of the cubic decline relationship describing the 
angular dependence of mass transfer coefficient on the wind
ward surface of a cylinder (equation (12)) to represent ex
perimental heat/mass transfer data. However, we do not have 

an ideal cylinder in crossflow in our experiments. Just as the 
total amount of deposit is affected by the dilution of the 
mainstream dopants due to the entrainment of ambient air, so 
is the distribution of the deposit on the surface of the target. 
The dilution causes the leeward (7r/2 < 0 < 37r/2) mainstream 
concentration to be less than the windward concentration; 
therefore an even higher percentage of the total deposit should 
be collected on the windward surface. For our experimental 
setup the windward fraction is calculated to be 83 percent of 
the total deposit, a significant increase above the 65 percent 
value for the ideal crossflow situation given in Fig. 6. 

Concluding Remarks 

Vapor deposition rates were experimentally determined on 
an internally air-impingement-cooled cylindrical collector 
located in the crossflow of the sodium-seeded combustion 
gases of a small-capacity, high-velocity burner rig. However, 
the dimensions of the collector, by virtue of its internal cool
ing feature, were comparable to (although less than) the 
diameter of the jet stream of the burner, causing entrainment 
of ambient air resulting in a highly nonadiabatic gas flow 
around the collector. To predict the vapor deposition rates for 
comparison with the test data gathered from this setup, ex
periments were required to determine the angular variation of 
both the mass transfer coefficient and the concentration of the 
sodium species in the gases around the collector. These ex
periments have been described in detail. The predicted deposi
tion rates were found to be in excellent agreement with experi
ment. Thus the CFBL vapor deposition theory has been suc
cessfully applied to a nonidealized experimental arrangement, 
which incorporated the high velocity gas flows characteristic 
of gas turbine engines. 

Additional information resulting from these experiments in
cludes the following findings: (a) The aerodynamic boundary 
layer structure was not affected by the entrainment 
phenomenon; (b) the mainstream turbulence factor was unity 
within the Reynolds number range of the deposition test 
parameters; (c) the mainstream turbulence factor could be 
represented by a single curve for both segmented and full 
cylinder data; (d) the cubic decline relationship expressing the 
angle dependence of the mass transfer coefficient proved 
suitable for our data and the experimental data of other 
authors; (e) it is predicted that not only the amount of deposit 
but the deposit distribution on the collector should be 
significantly altered by the dilution of the mainstream sodium 
species; therefore, the windward fraction of the deposit should 
be larger on our cylinders than on cylindrical targets totally 
immersed in the combustion gases. 
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Determination of Convective 
Diffusion Heat/lass Transfer 
Rates to Burner Rig Test Targets 
Comparable in Size to Cross-
Stream Jet Diameter 
Two sets of supplementary experiments have been performed to be able to predict 
the convective diffusion heat/mass transfer rates to a cylindrical target whose height 
and diameter are comparable to, but less than, the diameter of the circular cross-
stream jet, thereby simulating the same geometric configuration as a typical burner 
rig test specimen located in the cross stream of the combust or exit nozzle. The first 
set exploits the naphthalene sublimation technique to determine the heat/mass 
transfer coefficient under isothermal conditions for various flow rates (Reynolds 
numbers). The second set, conducted at various combustion temperatures and 
Reynolds numbers, utilizes the temperature variation along the surface of the 
abovementioned target under steady-state conditions to estimate the effect of cool
ing (dilution) due to the entrainment of stagnant room temperature air. The ex
perimental information, combined with an analytical treatment, is used to predict 
high-temperature, high-velocity corrosive salt vapor deposition rates in burner rigs 
on collectors that are geometrically the same. The agreement with preliminary data 
obtained from Na2S04 vapor deposition experiments is found to be excellent. 

Introduction 
Trace amounts of impurities in hot gas flow systems can 

lead to the deposition of corrosive salts (i.e., sodium sulfate) 
on cold surfaces, severely deteriorating system performance. 
The objective of the "hot" corrosion research at NASA Lewis 
Research Center is to predict hot section component life, 
specifically for combustion turbine engine applications. For 
this purpose less expensive (cf. full-scale engine testing) high-
velocity-high-temperature (and high-pressure) burner rigs, 
nominally operating at Mach 0.3, were built to measure 
deposition rates of sodium sulfate on inert, internally cooled, 
cylindrical collectors located in the cross stream of Na-salt-
doped combustion gases. The purpose of internal cooling (by 
air impingement) was to control the collector surface 
temperature independently of combustion gas and prevailing 
dew point temperatures. The results of the previous work were 
reported in detail in Santoro et al. (1984) and Santoro et al. 
(1985). 

The corrosive deposits are formed primarily by the vapor 
transport of precursors (e.g., NaOH, Na, Na2S04, etc. in the 
case of Na2S04 deposition) across the boundary layer. A com
prehensive, chemically frozen boundary layer vapor transport 
theory has been recently formulated to predict deposition rates 
(Rosner et al., 1979; Gokoglu et al., 1984). However, because 
the theory was designed for simpler geometric configurations, 
the complicated aerodynamic conditions prevailing in the 
burner rig deposition tests necessitated further experimentally 
determined parameters to be provided to the theory to gain 
quantitative predictive capabilities. 

Because of the internal air cooling feature, the collector 
diameter has to be relatively large with respect to the burner 
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nozzle throat diameter. The collector diameter was 1.90 cm 
(with a height of 1.27 cm and a wall thickness of 0.32 cm) and 
the throat diameter was 2.54 cm. This dimensional relation
ship facilitates ambient air entrainment and penetration into 
the hot gases around the collector, causing significant cooling 
of the mainstream and dilution of precursor contaminants. If 
it were a "perfect" cylinder in a crossflow situation where the 
collector was totally immersed in the jet stream, then the mass 
transfer coefficients would be readily calculable using the 
verified correlations in the literature (Zukauskas, 1972; 
Achenbach, 1975; Churchill and Bernstein, 1977; Peller et al., 
1984). Furthermore, the contaminant concentrations in the 
mainstream would be ideally equal to those in the burner exit 
nozzle. Similarly, if the collector diameter were much larger 
than the jet stream diameter, then the available literature on 
impinging jets (Martin, 1977; Sparrow and Alhomoud, 1984) 
could be exploited. The predictions for these "idealized" cases 
would then be limited only to the determination of the 
mainstream turbulence effect (Kestin, 1966; Lowery and 
Vachon, 1975; Yardi and Sukhatme, 1978; Gorla and Nemeth, 
1982; Simoneau et al., 1984; Fairweather et al., 1984). 
However, in our present system where the collector and jet 
stream diameters are comparable in size, the full utilization of 
such information and the straightforward application of the 
previously formulated vapor deposition theory were hindered 
by the geometric constraints, as shown in Fig. 1. Therefore, 
supplementary experiments were performed as explained in 
detail in Santoro and Gokoglu (1988). The data provided by 
these experiments were used, as described below, to determine 
(a) the discharge coefficient of the burner exit nozzle by ex
ploiting isentropic jet expansions, (b) the mass transfer coeffi
cient and the mainstream turbulence effect pertaining to the 
burner rig test configuration by exploiting the naphthalene 
sublimation technique (Sparrow et al., 1984; Mairzale and 
Mayle, 1984; Goldstein and Kami, 1984), and (c) the en
trained ambient air cooling and dilution effect by exploiting 
the effective jet impingement cooling concepts (Striegl and 
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Fig, 1 Schematic ol burner rig and collector configuration showing 
ambient air entrapment 

Diller, 1984a, 1984b; Hollworth and Gero, 1984; Hollworth 
and Wilson, 1984). The adaptation of the vapor deposition 
theory by further analytical treatment, combined with the ad
ditional experimental information, enabled us to predict 
deposition rates quantitatively under burner rig operating con
ditions. Comparison of sodium sulfate deposition rate predic
tions with preliminary experiments gave excellent agreement. 

Problem Definition and Approach 

For a cylindrical collector in crossflow with the 
nomenclature given in Fig. 2, the local mass transfer (deposi
tion) flux of a trace (o>„ « 1 , 1 -10 ppm Na in our case) species 
at the surface can be given by 

/ =-
Jw 

peDe 
•Nuc»(we-&)w) (1) 

In equation (1) we deliberately neglected the thermal diffusion 
(Soret) effect for simplicity, although we do include it for our 
rigorous predictions (Rosner et al., 1979; Gokoglu et 
al., 1984). The surface mass fraction of the species uw is de
rived from surface reaction (or "sticking") rate constants or 
equilibrium vapor pressures prevailing at the surface 
temperature. However, again for the sake of simplicity, 

C® 

© ® i L 
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© 

Fig. 2 Station nomenclature for the cylindrical collector 

although with no loss of generality, we will also assume that 
û -ciCcOj is our discussions below. 

In an ideal cylinder in a crossflow situation the collector 
would be small enough to be totally immersed in the combus
tion gases such that the angular mass fraction of the dopant 
species in the mainstream around the collector a>e would be 
constant and equal to that in the burner exit gases um. Similar
ly, the mainstream total temperature Te would be the same as 
the total jet temperature T0 of the approach stream. The fact 
that our collector diameter is comparable to, but less than, the 
jet diameter, causing the efficient entrainment of ambient air, 
gives rise to a highly nonadiabatic flow and a nonuniform con
centration mainstream. In turn, the local thermodynamic and 
transport properties become angle dependent. Moreover, the 
entrainment and mixing taking place in the mainstream may 
be strong enough, eventually, to influence the boundary layer 
aerodynamic structure to cause the mass transfer Nusselt 
(Sherwood) number Nue to have an angle dependence other 
than its customary cubic relationship (Martinelli et al., 1943) 
obtained in "perfect" cylinder in crossflow studies. 
Therefore, the average deposition flux on the collector is given 
by 

1 
/;= 2xL Jo Pe<Te-te^>De-tTeie^ 

I 
•Nue{0, Tei6» .coe+6> •«# = — . ( p ^ N u ^ ) (2) 

Note that the perimeter-averaged product is not the same as 
the product of the individual perimeter-averaged quantities. 

A 
d 

D 

DC 
F-fturb)-

j " 
L 

m 
M 

Ma 

n 

Nu 

= area 
= diameter 
= (Fick) diffusion 

coefficient 
= discharge coefficient 
= function describing 

mainstream turbulence 
= mass (deposition) flux 
= characteristic length 

(diameter of cylindrical 
collector) 

= mass flowrate = (p[/4) 
= molecular weight of gas 
= Mach number = 

^ tx' ^sonvc 

= exponent of Schmidt 
number 

= mass transfer Nusselt 
(Sherwood) number 

Nue 

P 
R 

Re 
Sc 

T 
U 
7 

A 

e 
/* 
p 

= local (^-dependent) 
Nusselt number 

= pressure 
= universal gas constant 
= Reynolds number 
= Schmidt number = 

p/(pD) 
— absolute temperature 
= velocity 
= ratio of heat capacity at 

constant pressure to 
heat capacity at con
stant volume 

= difference operator 
= angle from the wind

ward stagnation point 
= dynamic viscosity of gas 
= density of gas 

O) = mass fraction of 
transported species 

Subscripts and Symbols 
amb 

e 

eff 
/ 

lam 
o 

w 
0 0 

-

i )-

= ambient conditions 
= local outer edge of 

boundary layer around 
the collector 

= effective 
= leeward stagnation 

point 
= laminar mainstream 
= windward stagnation 

point 
= at the surface (wall) 
= upstream infinity 
= averaged quantity 
= function of argument 

inside parenthesis 
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Therefore, an approach directed at obtaining the isolated ef
fective mainstream concentration coI!_(«coe — colv), and the 
isolated effective Nusselt number Nuc, etc., via properly 
designed experiments and then taking their product would not 
give the correct total deposition rate. Cognizant of the dif
ficulty involved in determining the angular variation of the 
local, o)e, Te, and Nue, we have taken a path that would give a 
reasonable engineering prediction of total deposition rates on 
our collectors, minimizing the error within the constraints of 
our experimental facilities. 

Discharge Coefficient of Burner Exit Nozzle. For our 
burner rig test conditions at flame temperatures of 1500 to 
2000 K and at Mach numbers of about 0.3, the Reynolds 
number range of interest is determined to be between 1.5 and 
2 .0x l0 4 . Experiments under equivalent aerodynamic condi
tions require carefully determined Reynolds numbers that de
pend on jet approach velocities £/„. For the correct calcula
tion of U„, therefore, first the discharge coefficient of the 
burner exit nozzle was experimentally determined as a func
tion of Reynolds number by measuring the stagnation pressure 
of the jet stream at ambient temperature for known mass flow 
rates of air (Santoro and Gokoglu, 1988). 

F-fturb} Factor and Mass Transfer Nusselt Number. In 
equations (1) and (2), Nue actually includes the effect of 
mainstream turbulence on convective diffusion mass 
transport; i.e., it can be expressed as 

Nue=F-(-turb}Nue j l a m (3) 

where Nue l a m is the Nusselt number for the laminar 
mainstream and the effect of mainstream turbulence is fac
tored out as F-i: turb } . Stagnation point region naphthalene 
sublimation experiments (Santoro and Gokoglu, 1988) for 
which Nu0 lam can be theoretically calculated were used to 
determine F ^ tu rb )- at various Reynolds numbers. 

For the Reynolds number range of interest about 65 percent 
of the total deposit is collected on the windward surface 
( - 7r/2 < d < 7r/2) of ideal cylinders in crossflow (Gokoglu and 
Rosner, 1983). In our situation, because the leeward 
(ir/2<5<37r/2) mainstream concentration of the species is 
less than the windward concentration due to dilution, an even 
higher percentage of the total deposit will be collected on the 
windward surface of our collectors. Therefore, we divide our 
analysis into two parts; (a) the windward section: the primary 
region that is treated more rigorously by more direct ex
perimental information, and (b) the leeward section: the 
secondary region for which some justifiable rational estima
tions were made. Geometric symmetry allows us below to deal 
only with angles for which 0 < 6 < IT. 

For the windward section, after determining that for the Re 
range of interest F-fturb)- is unity, we experimentally 
verified the traditional Nusselt number angular dependence, 
i.e., 

NueW=Nu0[l-[^]3}, 0 ^ - f (4) 
by using the naphthalene sublimation technique and by expos
ing different angular fractions (6 = TC/9, ir/6, ir/4, ir/3) of the 
naphthalene cast cylinders of the same dimensions as collec
tors. The details of the experimental technique and procedure 
are given by Santoro and Gokoglu (1988). 

For the leeward section, the angular dependence of the 
Nusselt number is obtained via an indirect approach. Because 
exposing certain angular fractions of the naphthalene surface 
is technically more difficult and subject to greater experimen
tal error, we did full cylinder naphthalene sublimation ex
periments to determine the perimeter averaged Nusselt 
number Nu. For the Re range of interest, the full cylinder ex
perimental data agreed perfectly with the correlation of 

Whitaker (1975) indicating that the boundary layer 
aerodynamic structure is not actually affected by mainstream 
entrainment phenomena, and that correlations for "perfect" 
cylinders in crossflow to obtain the mass transfer coefficient 
apply even to cylinders of our dimensions. The leeward section 
Nue angular distribution inferred from the Whitaker correla
tion gave a leeward stagnation point Nusselt number Nu,, 
which is in very good agreement with the reported literature 
values (Yardi and Sukhatme, 1978; Richardson, 1963). 

Note that the sublimation technique is an essential feature 
of our approach, as opposed to many other heat or mass 
deposition techniques, to determine the mass transfer Nusselt 
number and its angular variation. The reasons are twofold: (a) 
The direction of mass transfer (from surface to mainstream) 
enables us to exploit the zero mainstream mass fraction of the 
species (coc = 0) as one of our boundary condition regardless of 
the presence of the entrainment phenomenon (mainstream 
dilution effect), and (£>) the experiments were run under am
bient conditions such that the entrained ambient air did not af
fect the mainstream temperature (mainstream cooling effect). 
Therefore, an isolated study of Nu<, independent of 
mainstream entrainment consequences was possible. 

Cooling and Dilution Effects Due to Entrainment. The 
approach taken to determine the angular variation of the 
mainstream cooling effect was to measure the angular varia
tion of the surface temperature of collectors made of different 
materials at different Re and Tx. Independent of whether the 
collector was high-thermal-conductivity platinum-20 percent 
rhodium or low-thermal-conductivity alumina ceramic, and ir
respective of Re and T„ within the burner operation range of 
interest, when the normalized collector surface temperature, 
(7(- 0 } - Tl) / (T0 — T,), was plotted against angle, a ' 'univer
sal" curve emerged. We then assumed that the mainstream 
had the same normalized temperature distribution and derived 
the mainstream 7^-0-)• after measuring the hot gas 
temperatures for T0 and Tt. 

Because the collector thickness was small compared with its 
diameter, heat conduction is basically along the circumference 
(one-dimensional). The Biot numbers calculated for the 
metallic Pt-20 percent Rh collectors were typically around 0.5 
(and larger for ceramic collectors). Since AT between the gas 
windward and leeward stagnation temperatures were typically 
around 850 K, we were able to measure AT around 250 K be
tween the metallic collector windward and leeward stagnation 
temperatures (and larger for ceramic collectors). 

In our analysis the mainstream temperature distribution is 
described by 7^-0-)- for the windward section. However, for 
the leeward section of secondary importance an effective 
temperature 7} eff is used, which is obtained from the integral 
average of the gas temperature distribution over the leeward 
section. The dilution effect is derived via the heat/mass 
transfer analogy. 

The overall approach described in this section provides the 
rationale for evaluation of the integral given by equation (2) to 
predict total collector deposition rates to within reasonable 
engineering accuracy. 

Implementation and Results 

Discharge Coefficient of Burner Exit Nozzle. The 
discharge coefficient of burner exit nozzle is defined as the 
ratio of the effective area of the jet nozzle through which gas 
with a uniform velocity profile passes to the geometric nozzle 
area, i.e., 

^ nozzle 

The true jet exit velocity at ambient conditions can be ob
tained from the isentropic jet expansion relationship, i.e., 
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Fig. 3 Burner exit nozzle discharge coefficient as a function of 
Reynolds number based on nozzle diameter 
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Fig. 4 Stagnation point region mass transfer Nusselt number obtained 
by the naphthalene sublimation technique as a function of Reynolds 
number (based on collector diameter) for the range of interest 

u^uA[(i+~-yy~i)/y-i]^i}l/2 (6> 
where Ap=p0—pa and (/sonic = (Y.R7yM)1/2. However, for a 
known gas mass flowrate m, using the ideal gas law, the effec
tive nozzle area is given by 

A, f f = -
RTa m 
P~M Ua 

(7) 

We, therefore, used air at ambient conditions and measured 
Ap and pa for each m. The direct measurement of Ap instead 
of p0 greatly reduces the experimental uncertainty involved 
(cf. equation (6)) in determining Ux. The Reynolds number 
based on nozzle diameter is then calculated from 

Re = 
(m/DC)dmzAe 

(8) 

A plot of DC versus Re is shown in Fig. 3, where the error bars 
indicate the experimental scatter. Note that equivalent 
aerodynamic conditions of interest at flame temperatures (the 
same Re) are only the lower end of Fig. 3 (2.0xl0 4 

< R e < 2 . 7 x l 0 4 where Re is based on the nozzle throat 
diameter) since we were limited by the lowest possible air mass 
flow rate at ambient conditions. 

F-f turbf Factor and Mass Transfer Nusselt 
Number. The Nusselt number averaged over some windward 
angle 6 can be obtained from equation (4) as 

Nu =Nu •I'-rhkY}- -"-r (9) 

where the stagnation point Nusselt number Nu0 is given by 
(Kays and Crawford, 1980) 

Nu0=F{turb)-(1.14)Re1 / 2Sc" (10) 

..B~ "Q-

r Nu • 176.6*3.4 
/ Re • 2.56X104 

Nu • 145.7 ±5. 3 

-4-~$-~4-

5 10 15 20 25 30 
EXPOSURE TIME, min 

Fig. 5 Full cylinder mass transfer Nusselt number obtained by the 
naphthalene sublimation technique as a function of time of exposure to 
flow (duration of experiment) showing linearity of naphthalene weight 
loss; the circles and squares are reproducible experimental values; error 
bars indicate uncertainty in naphthalene surface temperature 
measurement 
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Fig. 6 Full and segmented cylinder mass transfer Nusselt number as a 
function of Reynolds number (based on cylinder diameter) 

The exponent of the Schmidt number, n, varies between 1/3 
and 0.4 in the literature (Churchill and Bernstein, 1977; 
Whitaker, 1975; Kays and Crawford, 1980). Our experiments, 
shown in Fig. 4 and run for the Re range of interest (Re= 1.5 
to 2.0 x 104) where the angle of exposed naphthalene surface 
was about 6 = 5w/l8 (~ 50 deg), indicate that (a) F+ turb }- is 
unity, (b) the cubic relationship in equations (4) and (9) is a 
satisfactory description of the angle dependence of Nue, and 
(c) experiments are within ± 3 percent of the theoretical values 
(equation (9)) if n = 0.35, consistent with the literature values. 
The details explaining the experimental scatter as well as the 
calculation of the experimental Nusselt numbers using the 
naphthalene vapor pressure values reported in the literature 
(Camin and Rossini, 1955; Vargaftik, 1975; Sogin, 1958; Am
brose et al., 1975) are given by Santoro and Gokoglu (1988). 

The experimental perimeter-averaged mass transfer Nusselt 
numbers for fully exposed naphthalene cast cylinders were 
compared to the Whitaker correlation given by 

Nuiam = (0.4 Re1/2 + 0.06 Re2/3)Sc" (11) 

In the Re range of interest, the best agreement is obtained 
again within ± 3 percent if n = 0.38 (F-f turb )- is unity), also 
consistent with the literature. The full cylinder naphthalene 
sublimation experiments at ambient conditions verified the ap
plicability of the Whitaker correlation for cylinders with our 
dimensions. 

Both the segmented (partially exposed) and full cylinder 
naphthalene sublimation experiments were extended to higher 
mass flow rates outside the Re range of interest. As shown in 
Figs. 5 and 6, the quality of data for full cylinders is better at 
higher Re than segmented cylinders, because full cylinder ex
periments are more straightforward and do not involve careful 
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Fig. 7 Mainstream turbulence factor F-fturb-}- as a function of 
Reynolds number (based on cylinder diameter) for the burner rig 
experiments 
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Fig. 8 Mainstream temperature distribution around the collector as ob
tained from surface temperature measurements of collectors made of 
different materials for the range of operating conditions of the burner rig 

reasonable assumption for Re<~10 5 ) (Giedt, 1957), the 
leeward stagnation point Nusselt number Nu, can be derived 
from equation (11) (again for equal ri) giving 

Nu, = 0.160 Re2/3Sc" (12) 

The coefficient 0.160 is consistent with the correlation of 
Richardson (1968), which proposes 0.171, and the experiments 
of Yardi and Sukhatme (1978), which suggest 0.153 as the 
premultiplier of Re2/3 . Therefore, based on the above 
analyses, which are further supported by our own experiments 
given in Figs. 4 and 5, we take equation (4) for the windward 
section, and 

Nu -̂f 0 -)- = Nu, {1 - [(TT - 0)/(TT/2)]3 — < 0 < i r (13) 

for the leeward section. Note that equations (4) and (13) 
assume that the flow separates at 0 = ir/2. 

Cooling and Dilution Effects Due to Entrainment. 
Angular dependence of the cooling and dilution effect due 

to entrainment is obtained by the method described in section 
2(c). The resulting curve is shown in Fig. 8, which is well fit
ted by two simple parabolas: 

Te<8}-Ta, 
T —T 
* n * amh 

Tetd}-Ta, 

««f«* 1 
r t 

-0.33 — 
L (TT. ( ir/2) 

O<0<- (14) 

u e { 0 * b-or + 0.42, 

-<0<7T (15) 
covering of the unexposed portion by taping (see details in 
Santoro and Gokoglu, 1988). In fact, the full cylinder ex
perimental data were so reproducible that the uncertainty was 
entirely due to the precision of the naphthalene surface 
temperature measurement, as indicated by the error bars in 
Fig. 5. The circles and squares in Fig. 5 are actual full cylinder 
Nusselt numbers experimentally determined as a function of 
exposure time of naphthalene surface to flow (duration of ex
periment), showing the linearity of naphthalene weight loss 
with time. As a part of the characterization of our burner rigs 
in their full operation range, we also determined the 
F-f turb )- factor by taking the ratio of Nusselt numbers deter
mined experimentally to the ones obtained from correlations. 
As shown in Fig. 7, both segmented and full cylinder data give 
F-f turb )- factors that could be described by a single curve 
within experimental accuracy. (Note again that the scatter of 
data for segmented cylinders is larger at higher Reynolds 
numbers.) This observation is supporting evidence for the fact 
that F-f turb )- is angle independent around the cylinder and 
can factored out from Nuelam for our setup. However, since 
F-(-turb )- is unity for our interest range, it will be dropped 
from our treatment below. 

A consistency check for the windward section between 
equation (9) obtained from equation (4) and the Whitaker cor
relation (equation (11)) for full cylinders shows that for equal 
Schmidt number exponents n, the laminar portion (propor
tional to Re1/2) of the Whitaker correlation can indeed be 
derived from equation (9) with the same coefficient, 0.4. The 
same type of check for the leeward section can be inversely ap
plied to the Whitaker correlation, which has an explicit Re2/3 

term different from the Froessling (1958) relation to account 
for the increasing importance of the wake region. Therefore, 
if one assumes the same cubic decline relationship as in equa
tion (9) for the leeward section of the cylinder corresponding 
to turbulent separated flow proportional to Re2 /3 (a 

7) eff a n d u>h eff derived from equation (15) for the leeward sec
tion are then given by 

r,,eff = o.50(r0 + r a m b ) , a>,ieff = o.50co0 (16) 

Prediction of Deposition Rates. The temperature 
dependencies of the thermodynamic and transport properties 
pertaining to air and Na-carrier species (i.e., Na, NaOFf, 
Na2S04 , etc.) for the windward section will be described by 
simple power laws (MartineUi et al., 1943; Gokoglu and 
Rosner, 1984a) 

Pei^=Po[TeiH/T0}-\ O<0<-

DetO^=D0[Tei8^/T0Y™, O < 0 < -

lxeid}=,x0[Tete}/T0]
0 O < 0 < -

(17) 

(18) 

(19) 

Consequently, the Schmidt number becomes temperature in
dependent and for a fixed mass flow rate 

Nue-f Tei 6» = Nuei T£ [Tei 6^/Toy 

O < 0 < - ^ (20) 

If the local temperature and angular effects for the Nusselt 
number are mutually exclusive and can be factored out, i.e., 

Nue<e, Teie» 

= Nujr c t0Vr o ] -o- ( i - [ -^] 3 ] , 0 ^ 0 , ^ (21) 
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then equations (17), (18), (21), and (14), can be substituted in 
equation (2) to give 

_ /" f *"/2 

j'^{ windward )= ° 
(7T/2) JO 

Approximating the bracket with the exponent by the first term 
of its Taylor series expansion and using the fact that 
Tamb/To<0.2, equation (22) can now be easily integrated to 
obtain the average deposition flux on the windward surface of 
the collector 

Tttr windward)- = (0.68)/o' (23) 
Because the leeward effective temperature Tlfi(t, and mass 
fraction o>/eff, are constant, after substituting equation (13) in
to equation (2), the average deposition flux for the leeward 
section is obtained from a straightforward integration of 
equation (2) 

7;'( leeward ) = (0.75)j['i Th eff} = (0.75) 

P { Tj eff ")• D -(• T, eff -)• 
! ^ : N u^ r,, eff> u,, eff (24) 

Note that if one assumed no entrainment effect for the wind
ward section and perfect turbulent mixing for the leeward sec
tion (i.e., a step function for the temperature distribution 
given by T0 for the windward and by Tlt eff for the leeward sec
tion), then equation (23) would also read as 

y»( windward ) = (0.75)/o* (25) 
Equations (23) and (24) can now be used for each of the Na-

carrier species like Na, NaOH, Na2S04, etc. (multicomponent 
transport) to calculate the total elemental Na flux to the collec
tor surface, which can then be converted into equivalent 
Na2S04 deposition rates. Because sodium is in trace amounts, 
sulfur (from jet A-l fuel) and oxygen (left over after combus
tion) are excessively available to form sodium sulfate. 

Comparison of Theory and Experiment. For the burner 
rig deposition experiments Na-acetate dissolved in alcohol is 
used as the Na source. The Na-acetate/alcohol solution is 
mixed with jet A-l fuel in the fuel nozzle cavity and sprayed 
into the combustor through the fuel nozzle to assure the com
plete vaporization and chemical equilibrium of Na-carrier 
species. However, some of the Na fed into the system deposits 
on the inner wall of the cool end of the burner liner after the 
fuel and the alcohol burn away. From chemical analyses we 
currently estimate that about 25 percent of the total Na added 
is lost on the liner wall with a maximum uncertainty of ±5 
percent (see Santoro and Gokoglu, 1988) and, therefore, the 
Na concentration in the burner exit combustion gases is effec
tively so much less. Direct measurement of Na concentration 
in the combustion effluent gases will be done in situ by the Na-
emission spectrometry technique in the near future. The col
lector located 5/8 in. from the burner nozzle is rotated with a 
velocity much smaller than the jet stream velocity to keep the 
surface temperature constant and uniform. 

Predictions made as described above, including also the 
thermal (Soret) diffusion effect (only about 2 to 3 percent in 
our case), are compared with the experimental deposition rates 
as shown in Fig. 9. All the experiments were run under the 
following conditions: Ma«„=0.3, Re=1.74xl04, fuel-to-air 
flow rate ratio = 0.035, ro = 1800 K. The prediction band 

800 900 1000 1100 1200 1300 
COLLECTOR TEMPERATURE, K 

Fig. 9 Comparison of predicted and experimental sodium sulfate 
deposition rates for burner rigs 

refers to 30 percent (lower curve) and 20 percent (higher curve) 
loss of total Na fed into the system on the burner wall 
(estimated at 25 percent, resulting in a net 5 ppm sodium con
centration with respect to the combustion air). Excellent 
agreement is found between theory and experiment for the 
plateau region. The disagreement above the melting point of 
Na2S04 (884°C) is due to shear-driven molten deposit layer 
runoff from the smooth collector surface (Santoro et al., 
1984; Rosner et al., 1983) resulting in lower experimental 
values. It should be noted that about 83 percent of the total 
deposition is predicted to occur on the windward surface of 
the collector, justifying our original premise that the wind
ward section should be treated more carefully. 

The chemical equilibrium calculations for the conditions 
prevailing in the leeward section (co, eff = 0.50 o>0 = ~ 2.5 ppm 
Na in air, Th eff = 0.50 (TQ + Tamb) = ~ 1050 K, p = 1 atm) using 
the NASA CEC code (Gordon and McBride, 1971) indicate 
that the gas stream is supersaturated (supersaturation ratio 
= 9xlOz) and Na2S04 particles should condense. If the 
homogeneous kinetics is indeed fast enough for nucleation 
(based on the estimates given in Rosner et al., 1979, the critical 
supersaturation ratio is expected to be larger than 103 for these 
conditions), then the submicron particles formed would be 
transported by thermophoresis (Gokoglu and Rosner, 1984b, 
1985, 1986). However, since the gas stream is cool in the 
leeward section and the gas stream-to-collector surface 
temperature contrast, Tw/Te, is not sufficient, one would 
hardly expect any deposition on the leeward surface by 
thermophoresis. 

A simple experiment was designed to check whether there 
was any mainstream condensation. For that purpose an inert 
segmented collector 20 deg on each side of the leeward stagna
tion point (the rest of the cylinder being made of silicon nitride 
ceramic) is used to measure leeward stagnation point region 
deposition rates. Deposition was indeed observed on the 
segmented collector and the measured rates agreed well with 
what was expected from multicomponent vapor deposition 
rates described above, indicating that no condensation took 
place in the gas stream. It should be noted that even if conden
sation had taken place, our predicted deposition rate would 
have been in error by a maximum of 20 percent. 

Conclusions 

Convective diffusion mass transfer (deposition) rates to 
cylindrical burner rig test targets comparable in size to cross-
stream jet diameter have been determined. The previously 
developed chemically frozen boundary layer multicomponent 
vapor deposition theory (Rosner et al., 1979; Gokoglu et al., 
1984), which was designed for simpler geometries, has been 
adapted and extended to handle the geometric constraints of 
the experimental burner rig setup properly. The information 
available in the literature for "perfect" cylinders in crossflow, 
where the target diameter would be much smaller than the jet-
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stream diameter, and for impinging jets, where the target 
dimensions would be much larger than the jet thickness, has 
been exploited to guide our approach to deal with the in
termediate case of comparable target and jet diameters. Sup
plementary experimental data provided the necessary informa
tion which, when combined with further analytical treatment, 
gave the theory the pursued quantitative predictive capability. 

The first set of supplementary experiments utilized the 
naphthalene sublimation technique under isothermal condi
tions for both full and segmented (partially exposed) cylinders 
of the same dimensions as burner rig collectors to obtain the 
angular variation of the mass transfer coefficient on the wind
ward and leeward surfaces. The second set of supplementary 
experiments determined the angular variation of the concen
tration of precursor species (dilution effect) and temperature 
(cooling effect) caused by the entrainment of the ambient air 
due to the relatively large size of the collector. 

The predictions of the theory after its extension to these 
nonidealized arrangements were found to be in excellent 
agreement with the experimental sodium sulfate deposition 
rates within experimental uncertainty. 

Although the application is presented for a specific setup in 
this paper, the extension/generalization of the methodology, 
limited by the accuracy and/or availability of F-(- turb )-, is 
certainly possible. For example, the methodology developed 
here in conjunction with the data in the Sparrow and 
Alhomoud (1984) paper can be applied to the heat/mass 
transfer problems at circular cylinders for various target-to-
nozzle distances, target-to-nozzle diameter ratios, offset and 
nonoffset target positions, etc. 
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Introduction 

A Continuous Exchange Factor 
Method for Radiative Exchange in 
Enclosures With Participating 
Media 
A continuous exchange factor method for the analysis of radiative exchange in gray 
enclosures with absorbing-emitting and isotropically scattering media and diffuse 
surfaces is developed. In this method two types of exchange function are defined: 
the direct exchange function and the total exchange function. Certain integral equa
tions relating total exchange functions to direct exchange functions are developed. 
These integral equations are solved using a Gaussian quadrature integration 
method. The results obtained based on the present approach are found to be more 
accurate than those of the zonal method. Unlike the zonal method, in the present ap
proach, there is no need for evaluation of multiple integrations for calculating direct 
exchange factors. 

The problem of radiative exchange in enclosures with 
absorbing-emitting and scattering media has received con
siderable attention for many years due to its significant 
engineering applications, such as heat transfer in combustion 
chambers and furnaces. To date, numerous techniques have 
been available to deal with this problem. Among these tech
niques, the zone method developed by Hottel and co-workers 
(1958, 1963, 1967) is the most versatile method. Later, Noble 
(1975) and Naraghi and Chung (1985) used completely dif
ferent approaches to obtain explicit formulations for total ex
change areas in terms of direct exchange areas. The major 
drawback in using the zone method is the evaluation of direct 
exchange areas, which can be an extremely tedious task. To 
avoid this difficulty, Larsen and Howell (1985) proposed an 
alternative scheme in which the exchange factors are deter
mined experimentally. 

This work presents a continuous version of the zonal 
method in which two types of exchange functions are in
troduced. They are direct exchange functions, such as rfss(r,-, 
Tj),dsg(r,-, Tj:), dgs(r,, r,-), and dgg(r,, r,-). The stochastic ap
proach developed earlier by Naraghi and Chung (1986) is fur
ther extended to analyze radiative exchange in gray enclosures 
with absorbing-emitting and isotropically scattering media. 
Based on this approach a number of integral equations for 
total exchange functions in terms of the direct exchange func
tions are obtained. The Gaussian quadrature method is used 
to discretize the aforementioned integral equations. Conse
quently, four explicit formulations are obtained for the 
discretized total exchange function in terms of the discretized 
direct exchange functions. Since a continuous formulation 
(nonisothermal gas and surface assumption) is used and an ac
curate integration method is applied in the present method, it 
would yield results that are more accurate than those of the 
zonal method. In the zonal method, for an enclosure con
sisting of Ng gas and Ns surface zones, at least Nj/2 double 
volume, NgNs volume-surface, and N^/2 double surface in
tegrations have to be evaluated. The direct exchange factors in 
the present formulation are between two differential surfaces 
and/or volumes; the evaluation of these exchange factors does 
not require any integration. Hence, substantial computational 
effort can be saved using the present approach. 

Analysis 
Consider the enclosure shown in Fig. 1. The surfaces of the 

enclosure are opaque and diffuse, and the medium is 
isotropically scattering. 

The objective here is to determine the radiative exchange 
between differential surfaces ds, and gas differential volumes 
dVj. The direct exchange function (factor) between two dif
ferential areas dss(th ry) is defined as the fraction of energy 
that is emitted from a differential surface at position r, and 
reaches another differential area at position r, by direct radia
tion; it is given by 

cos 6; cos d:dA :T (r,- — r •) 
dss (r,, !••)= r-J-—'-- — 1 i r l r , - r y - r 

The direct exchange function between a differential area 
and a differential volume dsg(rh ry) is the fraction of energy 
that is emitted from the differential area at position r, and 
reaches the differential volume located at the position ry by 
direct radiation; it is given by 

—- k,dVj cos 0,T(r,- - r•) 
dsg(ri,vj)= ' 

Similarly, the direct exchange function between two dif
ferential volumes dgg(rh ry) is defined as the fraction of 
energy that is emitted from the differential volume (differen
tial gas zone) at position r, and reaches differential volume at 
the position ry by direct radiation; it is given by 

4T I r, — r,- r 
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Fig. 1 An enclosure with differential surfaces and differential gas 
volumes 
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In general, the direct exchange function between two dif
ferential zones dzz(xh ry) is the fraction of energy that is emit
ted from a differential zone at position r, and reaches a dif
ferential zone at position r,- by direct radiation. 

Next, the total exchange functions (factors) between two 
differential zones are defined. The total exchange function 
between two differential zones DZZ(xh r,) is the fraction of 
energy that is emitted from a differential zone at position r,-
and reaches another differential zone at position r, by direct 
radiation and multiple reflection and scattering from surfaces 
and gas, respectively. Here, a number of integral equations 
will be derived for the total exchange functions, DSS(xh ry), 
DSG(xh Xj), DGS(xh Tj), and DGG(xh ry), in terms of the 
direct^exchange functions, dss(x,, ry), dsg(xh Xj), dgs(xh Xj), 
and dgg(xhxj). 

First, radiation exchange between two differential gas 
volumes dvt and dvj, allowing only gas scattering, is con
sidered (see Fig. 2). The term/?w (r,-, tj) is considered to define 
the probability that radiation reaches differential gas volume 
dvj at Xj having been emitted from differential gas volume dvt 

at r„ allowing multiple scattering but excluding wall reflec
tion. Then, based on the stochastic approach described by 
Naraghi and Chung (1986) we obtain 

Pgg(.xi,Tj)=lgg{xh Xj)+\j^dgg(xi, rkl)u0dgg(Tkl,tj) 

+ L L dg8{-Ti' ^ l ^ o r f g g t 1 * , . Tk2)uodgg(Tk2, Xj)+. . . . 

This expression involves the evaluation of an infinite series 
consisting of multiple integrations and it can be reduced into 
the following implicit formulation: 

pgg(xi,xJ)=dgg(x„ Xj)+ j ^dgg( r ; , xk)u0pgg(rk, ry) 

Next consideration is given to the term pss(xh ry), which is 
the probability that radiation reaches differential surface dsj 

(1) 

Fig. 2 A possible route that the radiative energy bundle could travel 
between two differential gas volumes (no wall reflection, allowing gas 
scattering) 

having been emitted from differential surface dsit allowing 
multiple scattering but excluding wall reflections (see Fig. 3). 
This probability is given by 

A s(r ; . Xj)=dss(xh Xj) + ^ dJg(th xk)u0dgs(xk, ry) 

+ \v J^ dsg(r„ xk)aoPgg(xk, ri)o>0dgs(xh rj) (2) 

The continuous total exchange function DSS(xh Xj) can be 
written in terms of the following infinite series: 

DSS (r,-, tj) =pss(ri, Xj)a+ \sPss(rh xk{)ppss{xkl, ry)a 

+ \ J Pss(J,-, r/t,)PPss(
r*i. *k2)PPsA*k2>

 r y)a+- • • 

Nomenclature 

dgg(Xj, Xj) 

DGG(t„ Xj) 
dgs (r;, ry) 

DGS{th Xj) 

dsg (xh Xj) 

DSG(xhXj) = 

dss^(Xj, Xj) = 

DSS(xh xj) = 
/ = 

ka = 
* , = 
*/ = 

N
S = 

K = 
psA

ri<Tj) = 

pg s(
r i> rj) = 

direct exchange function between gases 
total exchange function between gases 
direct exchange function between gas and 
surface 
total exchange function between gas and 
surface 
direct exchange function between surface 
and gas 
total exchange function between surface 
and gas 
direct exchange function between surfaces 
total exchange function between surfaces 
[8, j] = identity matrix 
absorption coefficient 
scattering coefficient 
extinction coefficient 
number of discrete points in gas 
number of discrete points on surface 
probability that radiation reaches a dif
ferential gas volume at ry having been 
emitted from a differential gas volume at 
r,, allowing multiple scattering 
probability that radiation reaches a dif
ferential surface at ry having been emitted 
from a differential gas at r,, allowing 
multiple scattering but excluding wall 
reflection 

Psg («•/.«•;) 

Pss(rh *j) 

j 

w,-
W 

P 
T(X) 

T0 

C00 

Subscripts 

g 
s 

probability that radiation reaches differen
tial gas volume at ry having been emitted 
from a differential surface at r;, allowing 
multiple scattering but excluding wall 
reflection 
probability that radiation reaches differen
tial surface at ry having been emitted from 
a differential surface at r,, allowing multi
ple scattering but excluding wall reflection 
\pxy(x,, Xj)], where x and y can take either 
s or g 
position vector 
Gaussian quadrature weight factor 

absorptivity 
emissivity 
angle between normal to dAt and con
necting line between position r, and ry 

reflectivity 
transmittance along path r 
optical thickness 
ks/kt = albedo for scattering 

designates gas 
designates surface 
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] ] dgg(r„ rk{)co0dgg(rkl, rkl)u0dgs ( r ^ , r,) + . 

Fig. 3 A possible route that the radiative energy bundle could travel 
between two differential surface (no wall reflection, allowing gas 
scattering) 

The first, second, third, . . . terms on the right-hand side of 
the above equation represent the probability that radiation 

dSj reaches dSj by direct radiation, one scattering, two scatter
ings, . . . respectively. The above infinite series can be re
duced to 

PgA^i, tj) =dgs (r„ Tj) + j dgg(ti, rk)u0pgs(rk, r,-) (4) 

A similar equation for psg (r,-, r,-) can be derived, and is of the 
form 

Psg(
ri< tj) =dsg (r,, Tj) + \vPSg(ri> rk)o)0dgg(rk, r,) (5) 

The total exchange function between two gas zones is de
scribed by the following equation: 

OGG(f/, tj) = \pgg(r„ Tj) + \ Pgski, rki)Ppsg(rk{, r,-) 

Fig. 4 A possible route that radiative energy bundle could travel be
tween a differential surface and a differential gas volume (no wall reflec
tion, allowing gas scattering) 

The first term of the above infinite series corresponds to the 
probability that radiation is absorbed by dSj having been emit
ted from dsh allowing multiple scattering but excluding wall 
reflections. The second term represents the same probability 
as the first term including one intermediate reflection from 
other surfaces. Similarly, the third and the rest of the terms 
represent the same probability as the first term including two 
and more intermediate reflections. The above infinite series 
can be reduced to 

DSS (r,, tj) =pS I(r ; , Tj)a+ \sPss(ri, rk)pDSS (tk, tj) (3) 

Equation (3) gives the total exchange functions between sur
faces DSS(th tj) of the enclosure. Next, equations for the 
total exchange functions between gases DGG(th tj) will be 
derived. 

Let/)g;t (r,, r^) be the probability that radiation reaches a dif
ferential surface located at r,, having been emitted from a dif
ferential gas located at rh allowing multiple scattering (see 
Fig. 4). Thus 

PgsiTj, Tj)=dgs (r,, tj) + j dgg(rh tki)w0dgs (tk{, tj i) 

+ \s ]sPgs(ri> Tk^pDSS (»V rk2)p/apsg(tk2, r y ) J ( l -w 0 ) 

(6) 

The total exchange functions between surfaces and gas 
BGS(t,, tj) and DSG(t,, Tj) can be represented by the follow
ing equations: 

DGS{r„ Tj) =pgs(Th Tj)a+ ^ ^ ( r , - , Tk)pDSS (rk, r,) (7) 

and 

DSG(T„ Tj)= psg(th tj) + ^DSS(ri, rk)p/apsg(Tk, ry)] 

• d - « o ) (8) 
Equations (l)-(8) have to be solved simultaneously in order 

to obtain the total exchange functions (factors). Solving these 
equations analytically is difficult; hence, a numerical integra
tion method will be used here to discretize the integral 
equations. 

Based on the Gaussian quadrature integration scheme, the 
discretized form of equation (1) becomes 

Pgg = dgg + dggw0 WgPgg 

where Pgg is a matrix with elements pgg (r,, r,) and r; and r,- are 
discretized positions in the gas, dgg = [dgjgj] is the matrix of 
discretized direct exchange factor functions between points in 
the gas, and Wg = [wfiy] is the diagonal matrix of Gaussian 
quadrature weight factors for integration over the gas volume. 
The above equation can be solved for Pg , which yields 

Pgg = [I-dgg«aWg]-ldgl> (9) 

Similarly the discretized forms of equations (2) and (3), 
respectively, become 

Pss = dss + dsg w0 Wgdgs + dsg a0 WgPggw0 Wgdgs (10) 

and 

DSS = Pssa + PssPWsDSS (11) 

where Pss is a matrix with elementspss (r,-, r,) and r, and r, are 
discretized positions on the surface, dsg = [ds/gj] is a matrix 
of discretized direct exchange functions between points on the 
surface and points in the gas, dgs = [dgjSj] is a matrix of 
discretized direct exchange functions between points in the gas 
and points on the surface, and Ws = [wfiy] is a diagonal 
matrix of Gaussian quadrature weight factors for integration 
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over the surface. Substituting for Pgg from equation (9) into 
equation (10) and substituting Pw into equation (11) yields, 
after algebraic simplification 

DSS =[I-{dss + dsgo>0Wg[I-dggco0Wg]-ldgs }pWs]-[ 

'ld^ + d^G)0Wg[I-a^g~o>0Wgr
ldgs}a (12) 

The right-hand side of the above equation consists of discre-
tized direct exchange function matrices dss, dsg, dgg, and dgs, 
and the Gaussian quadrature weight factor diagonal matrices 
Wg and Ws. When Wg and Ws become identity matrices, 
equation (12) becomes identical to the formulation obtained 
independently by Noble (1975) and Naraghi and Chung 
(1985). The formulation given by equation (12) has two advan
tages over the existing zonal method. Firstly, the direct ex
change functions (factors) in the present formulation are be
tween points in the gas and/or on the surface of the enclosure; 
hence, there is no need for evaluating multiple integrals to ob
tain the direct exchange factors here. Secondly, in the present 
method the gas and surface are nonisothermal and an accurate 
integration scheme, i.e., the Gaussian quadrature method, is 
used to discretize the integral equations. Hence, the present 
approach will provide results which are more accurate than 
those of the zonal method. 

Next, the numerical integration method is applied to equa
tions (4)-(6). The resulting discretized forms of the aforemen
tioned equations accordingly are 

Pgs=dgs +dggoi0WgPg; 

Psg = dsg +Psgu0Wgdgi 

(13) 

(14) 

and 

DGG = [Pge+PgspWsPsg +PgspWsDSS p/aPsgKl - « „ ) (15) 

From equations (13) and (14), Pgs and Psg are determined and 
are given by 

and 

Pgs = [I-dggo>0Wg]-idgs 

Psg=dsg[I-u0Wgdgg]-

Substituting Pgg, Pgs, Psg< and DSS into equation (15) gives, 
after algebraic simplifications 

DGG = [ / - dggo>0 Wg]-ldgg(l-w0) + [I- dggu0 Wgr
l 

•d^pW^i-id^+dJg^Wgii-dg^^w^-'dgJipW,]-1 

.d^gr [i - uvWgdTg]-l V-o>0) (16) 
The above equation can be used to evaluate the discretized 
total exchange functions between gases. As in equation (12), 
the right-hand side of equation (16) consists of discretized 
direct exchange function matrices dss, dsg, dgg, and dgs, and 
the Gaussian quadrature weight factor diagonal matrices Wg 

and W,. 

Substituting for Psg and DSS into the above equation from 
equations (14) and (12), respectively, yields 

DSG = [I- I dss + dsg u0 Wg [I- dggo>0 Wg]~ldgs }pWs]-1 

•dwlI-uoWtdgg^il-uo) (18) 

The total exchange functions obtained based on the present 
formulation satisfy the following two conditions: 

and 

^DSS (r„ r,)+jBZ>SG(r„r,) = l 

[DSG(rhrJ) + ^DGG(ri,rJ) = l 

(19) 

(20) 

Equations (19) and (20) imply that the energy emitted from 
any differential source (differential surface or volume) will 
finally be absorbed by another point in the gas or on the sur
face of the same enclosure. When the discretized functions are 
used, equations (19) and (20), respectively, become 

"s Ng 

D wp^SJ+ £ WJDS0J = 1 (21) 
J = I ; = i 

and 

£ WjDGfi+ £ wpGfij = \ (22) 
; = i J=I 

Once the total exchange functions are determined, the heat 
flux and temperatures of the gas and the surface can be related 
to each other through the following equations: 

«/(r,) = eaTs (r,)4 - j ^ DSS ( t j, r,) eoTs (Tj)
4 

- \vDGS(Tj, r,)4A:,(l-co0)<TT'g(ry)
4 (23) 

and 

q'g\r,) = 4k,(1 -cooKT, (r,)4 - £ DSG(r,, r,)eoT,{t})
4 

- J ^ D G G ^ , r,)4Ar,(l-a>0)or7^(r,)4 (24) 

The discretized forms of the above equations are given by 

Ne 
X) WjDGjSfail-uofrTij (25) 
j=i 

and 

Finally, equations (7) and (8) are discretized to obtain DGS q'^ = 4k, (1 - o)0)ff7^. - £ ) WjDSjG,eaT}. 
and DSG, the discretized total exchange functions between gas 
and surface. For equation (7) we obtain 

y = i 

DGS = Pgsa + Pgsp WSDSS 5J WjDGjG^d-^aTg. (26) 

Substituting Pgs and DSS into the above equation from (13) 
and (12), respectively, we obtain 

j=i 

DGS=[I-dggco0Wg]-ldgs 

•[I-PlVs{dss~ +~dsg~a,0Wg[I-dgl>u0Wg]-idgs )]-»« (17) 

Similarly, for equation (8) can be written in the form of 

DSG = [Psg+DSSp/aPsgKl - o>0) 

In summary, equations (12), (16), (17), and (18) can be used 
to evaluate the discretized total exchange function matrices 
DSS, DSS, DGS, and DSG, respectively. These equations are 
explicit, and are in terms of the discretized exchange function 
matrices dss, dgg, dgs, and dsg. Elements of dss, dsg, dgs, and 
dsg are direct exchange factors between differential surfaces 
and differential volumes located at a number of discrete 
points. Evaluating these matrices is quite simple and does not 
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require any integration. Once the discretized total exchange 
functions are determined, equations (25) and (26) can be used 
to relate temperature and heat fluxes in the enclosure. 

It will be shown in the next section that the numerical results 
based on the present formulation are more accurate than the 
results based on the zonal method (Hottel and Sarofim, 1967; 
Noble, 1975; Naraghi and Chung, 1985). 

Application and Results 

To demonstrate the advantages of the present approach 
over the zonal method, two gray and infinitely long parallel 
plates (surfaces 1 and 2) with an absorbing-emitting and 
isotropically scattering medium between them are considered. 
The optical thickness between the plates is T0 = k,L - 1; the 
albedo for scattering is co0 = 0.5, and the emissivities of the 
surfaces are ej = 0.3 and e2 = 0.7. The direct exchange areas 
for the zonal method are calculated based on the formulations 
given by Hottel and Sarofim (1967). The total exchange areas 
between surfaces 1 and 2 are calculated based on the present 
approach (equation (12)) and the zonal method (Noble,_1975; 
Naraghi and Chung, 1985). The total exchange area S,S, is 
proportional to the fraction of energy that is emitted from sur
face s, and absorbed by surface Sj by direct radiation, multiple 
reflections, and scattering from surfaces and gas, respectively. 
The resulting total exchange factors are given in Table 1. The 
parameter n in this table indicates the number of points of the 
Gaussian quadrature method used in equation (12) and also 
the number of gas zones in the zonal method. It is obvious that 
as n increases more accurate results are obtained in both 
methods, the present approach and the zonal method. 
However, for values of n larger than a certain value, the 
resulting total exchange factor remains unchanged, which cor
responds to the exact solution. 

It can be seen from Table 1 that for n > 11, the resulting 
total exchange factors do not change as n is increased. Hence, 

SS = 
0.01662 0.07579 

0.07579 0.10805 

corresponds to the exact solution accurate up to five signifi
cant figures for the total exchange factors (areas) between the 

two parallel surfaces. In order to obtain results as accurate as 
the above results using the zonal method, the gas must be sub
divided into at least 44 gas zones (see Table 1). As can be seen 
from Table 1, for a given n, the present approach yields more 
accurate results than the zonal method with the exception of 
the case for n = 2. It should also be noted the value of n 
represents the size of matrices involved in the calculations and 
that smaller values of n require less computational time. 

The resulting total exchange factors obtained from equa-

2300 

2000 
7(X> 

Fig. 5 Temperature distribution for an isotropically scattering medium 
with internal heat generation qg = 1 W/m2 bounded by two surfaces 
with emissivities e1 = 0.3 and i 2 = 0.7 

Table 1 Comparison between total exchange factors (areas): present approach and zonal method 

n 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

20 

30 

40 

43 
44 

90 

Co ntinuous Exchange Factor 
Method, Equation (12) 

SlSl 

0.01559 
0.01639 
0.01655 
0.01659 
0.01661 
0.01662 
0.01662 
0.01662 
0.01662 
0.01662 
0.01662 
0.01662 

Percent 
Error 

6.20 
1.38 
0.42 
0.18 
0.06 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 

SlS2 

0.07478 
0.07554 
0.07570 
0.07575 
0.07577 
0.07578 
0.07578 
0.07578 
0.07578 
0.07579 
0.07579 
0.07579 

Percent 
Error 

1.33 
0.33 
0.12 
0.05 
0.03 
0.01 
0.01 
0.01 
0.01 
0.00 
0.00 
0.00 

S2S2 

0.10264 
0.10682 
0.10764 
0.10788 
0,10797 
0.10801 
0.10803 
0.10804 
0.10805 
0.10805 
0.10805 
0.10805 

Percent 
Error 

5.01 
1.14 
0.38 
0.16 
0.07 
0.04 
0.02 
0.01 
0.00 
0.00 
0.00 
0.00 

SlSl 

0.01578 
0.01620 
0.01637 
0.01645 
0.01650 
0.01653 
0.01655 
0.01657 
0.01658 
0.01659 
0.01659 
0.01660 

0.01661 

0.01662 

0.01662 

0.01662 
0.01662 

0.01662 

Zonal Metho 

Percent 
Error 

5.05 
2.53 
1.50 
1.02 
0.72 
0.54 
0.42 
0.30 
0.24 
0.18 
0.18 
0.12 

0.06 

0.00 

0.00 

0.00 
0.00 

0.00 

slS 2 

0.07666 
0.07617 
0.07600 
0.07592 
0.07588 
0.07586 
0.07584 
0.07583 
0.07582 
0.07581 
0.07581 
0.07581 

0.07580 

0.07579 

0.07579 

0.07579 
0.07579 

0.07579 

i 

Percent 
Error 

1.15 
0.50 
0.28 
0.17 
0.12 
0.09 
0.07 
0.05 
0.04 
0.03 
0.03 
0.03 

0.01 

0.00 

0.00 

0.00 
0.00 

0.00 

s2s2 

0.10469 
0.10631 
0.10700 
0.10734 
0.10755 
0.10767 
0.10776 
0.10782 
0.10786 
0.10789 
0.10792 
0.10794 

0.10800 

0.10803 

0.10804 

0.10804 
0.10805 

0.10805 

Percent 
Error 

3.11 
1.61 
0.97 
0.66 
0.46 
0.35 
0.27 
0.21 
0.18 
0.15 
0.12 
0.10 

0.05 

0.02 

0.01 

0.01 
0.00 

1 o.oo 
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Fig. 6 Temperature distribution for an isotropically scattering medium 
with internal heat generation qg = 1 W/m2 bounded by two surfaces 
with emissivities ^ = 0.1 and <2 = 0.9 

tions (12) and (16)-(18) satisfy equation (22), which can be 
used as a check for the accuracy of the results. 

As another example, consider the above problem in which 
the medium between the two plates generates heat at a rate of 
ql = 1 W/cm2. Equations (12), (16)-(18), (25) and (26) are 
used to evaluate the gas temperature distribution. Figure 5 
shows the gas temperature distribution versus ra(x) and 
albedo for scattering co0 = 0. and 0.5. The results shown in 
Fig. 5 are obtained based on a ten-point Gaussian quadrature 
method. These results are the same as those obtained based on 
the zonal method; however, in the zonal method the medium 
must be subdivided into at least 40 equally spaced gas zones in 
order to obtain identical results accurate up to five significant 
figures. The relative difference between the temperature 
distribution of the ten-point Gaussian quadrature method and 
the zonal method with ten equally spaced zones is at most 1 
percent. Similarly, Fig. 6 shows the gas temperature distribu
tion versus T0(X) = k,x when e! = 0.3 and e2 = 0.7 when 
albedo for scattering co0 = 0 and 0.5. It can be noticed from 
Figs. 5 and 6 that the gas temperature gradient is larger close 
to the surface with the larger emissivity and the point cor
responding to the maximum temperature is closer to the sur
face with smaller emissivity. Finally, Fig. 7 shows the same 
results as Figs. 5 and 6 when the surfaces are black. As can be 
seen from this figure, the point of maximum temperature is 
midway between the two surfaces, which is due to the sym
metric condition of the problem. 

The problem considered here is one dimensional, in which 
the location of discrete nodal points of the Gaussian 
quadrature can be easily determined. In complex multidimen-

2050 

2 0 0 0 -

1900 

Te °K 

1800-

1700 
T(X) 

Fig. 7 Temperature distribution for an isotropically scattering medium 
with internal heat generation q j = 1 W/m2 bounded by two surfaces 
...I.U • . „ • . . • . • „ - £ 1 _ ^ _ -with emissivities < 1 

sional geometries, however, local coordinate system are 
chosen in which the Gaussian quadrature nodal points are 
specified. It should also be noted that the improvement of the 
accuracy of the present approach over the zonal method will 
be more noticeable in the multidimensional enclosures than 
the one-dimensional problem considered here. This follows 
from the fact that, in the one-dimensional problem, a single 
integration is performed, while multidimensional problems in
volve multiple integrations. 

Conclusion 

A new formulation for the analysis of radiative exchange in 
gray enclosures with absorbing-emitting and isotropically scat
tering media is developed. This method is based on the con
tinuous exchange factor (function). Two types of exchange 
functions are defined; direct and total exchange functions. 
The stochastic approach developed earlier by Naraghi and 
Chung (1986) is used to develop a number of integral equa
tions that relate direct and total exchange functions. The 
Gaussian quadrature integration method is used to discretize 
the integral equations, and explicit matrix formulations are 
derived for the discretized total exchange function matrices in 
terms of discretized direct exchange function matrices, sur
faces and gas properties, and the Gaussian quadrature weight 
factors. 

It is shown that the total exchange factors obtained based 
on the present approach are more accurate than those ob
tained based on the zonal method. The direct exchange factors 
used in the present approach are between differential surfaces 
and/or volumes. Evaluating these exchange factors does not 
require any integration. In contrast, in the zonal method, the 
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direct exchange areas are between finite surfaces and/or 
volumes and evaluating these integrals requires up to six 
integrations. 

The accuracy of the present approach is due to the 
nonisothermal gas and surface assumptions and the use of the 
Gaussian quadrature method for discretization of the gas 
volume and the surface area. In contrast, in the zonal method, 
the gas and surface zones are assumed isothermal and loca
tions and sizes are chosen arbitrarily. 

The present approach is also used to determine the gas 
temperature distribution. The resulting temperature distribu
tions agree with the results obtained based on the zonal 
method. 
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Combined Heat Transfer in a 
Semitransparent Multilayer 
Packed Bed 
Combined radiative, conductive, and forced convective heat transfer through a 
packed bed composed of two spectrally dissimilar slabs of particles is analyzed on 
the basis of the two-flux model. Taking into account the variation of absorption and 
scattering of the layers in the visible and infrared spectral ranges, the selectivity of 
such a system is proved theoretically. Experiments are run using a bed composed of 
glass and silicon carbide particles as a solar absorber for gas heating. Good agree
ment is shown in the comparison of predictions with experimental data. 

Introduction 

Many industrial or new processes are concerned with 
radiative heat transfer in absorbing and scattering media. For 
example, practical engineering situations are: gases containing 
particulates (Buckius, 1982; Grosshandler et al., 1982); 
fibrous insulation, (Tong and Tien, 1983; Tong et al., 1983; 
Sacadura et al., 1986); chemical reactors or heat exchangers as 
packed or fluidized beds (Brewster and Tien, 1982a; Flamant, 
1986); coal combustors, (Phillips and Eustis, 1985); and high-
temperature solar absorbers (Flamant, 1982). Generally, con
stant values of particle diameter and medium porosity are 
assumed for calculations, but real situations are often con
cerned with nonhomogeneous mixtures of particles or multiple 
particle concentration systems. Recently, Buckius (1986) 
discussed the radiative properties of polydispersed clouds of 
particles, and radiative transfer in spectrally dissimilar adja
cent media was studied by Im and Ahluwalia (1981). The 
variation in radiative properties of two adjacent particle layers 
may be used to modify the temperature profile in a packed 
bed. This concept was formulated by Flamant et al. (1987). 

Let us consider two slabs composed of particles whose scat
tering and absorption coefficients are different in two spectral 
ranges, for example, solar range (0.2 < X < 1.5 ftm) and in
frared range (1.5 < X < 20 /^m). Two absorption and scatter
ing coefficients must be defined (as, an o's, a'r, respectively) for 
both slabs. Let us suppose that slab 1, situated above slab 2 
and exposed to concentrated solar radiation, is transparent in 
the solar band but absorbent in the infrared band. If slab 2 ab
sorbs solar radiation, its temperature increases but the 
backward IR emission is absorbed by slab 1. Therefore the 
temperature distribution exhibits a maximum inside the bed. 
To explain this phenomenon a qualitative comparison of two 
situations is shown in Fig. 1. Solar flux and temperature 
distributions are shown for a bed composed of solar absorbent 
particles and a two-slab packed bed defined by previous prop
erties. The main difference is the surface temperature reduc
tion and consequently a large decrease in infrared emission 
losses. 

Since one of our objectives is gas heating using solar energy, 
air is supposed to flow through the packed bed. To simulate 
the heat transfer in such a system, radiative, conductive, and 
convective heat transfer must be taken into account. Because 
of the mathematical complexity of the exact problem formula
tion, particularly the radiative transfer, we chose the two-flux 
model accounting for anisotropic scattering (Brewster, 1985). 
This approximation validity has been discussed by Brewster 
and Tien (1982). In the previous study, the two-flux model 
predictions are compared with those of exact radiative transfer 

theory to determine the influence of optical depth and scatter
ing anisotropy. The main conclusion is that single scattering 
anisotropy is the prime cause of the two-flux model inac
curacy, whereas the model predictions are in good agreement 
with exact theory, even for large optical depth (T ~ 100), when 
the phase function is quasi-isotropic. Notice that for a thick 
slab of randomly oriented particles, a quasi-isotropic distribu
tion of scattered intensity exists inside the medium (Chan and 
Tien, 1974). 

Analysis 

A schematic representation of the system is shown in Fig. 2. 
The model main assumptions are: steady-state conditions; 
one-dimensional plane parallel slabs; each slab is composed of 
identical isotropic spherical particles; the fluid is incompressi
ble and nonabsorbent. The conductive heat transfer in the 
fluid may be neglected in comparison with the convective heat 
transfer; two spectral bands are considered: solar band 

Bed ol opaque particles 

semi transparent 

se lect ive 2 slabs bed 

Z ^ 

Fig. 1 Comparison of the typical flux and temperature profiles inside a 
bed of opaque particles and a semitransparent selective two-layer 
packed bed 

's,o 

0 _ 

Z i -

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 2 Scheme of the physical model 
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(subscript s), 0.2 /un < X < 1.5 ftm, and infrared band 
(subscript r), X > 1.5 jxm. The infrared emission in the solar 
band is neglected. 

Accounting for conduction, convection, and radiation, the 
six governing equations of transfer for a slab / are (/ is the ra
diant heat flux): 

1/2 (dls
 + /dZ)=-(a^+BXjW +B,otfF 0) 

1/2 (dI;/dZ) = {aSJ + Bso^)Is -B,a'jlt (2) 
1/2 (di; /dZ) = - (arJ + Bra^)i; 

+ Bro^I-+ar:ioT* (3) 

1/2 (di- /dZ) = - (a,,,- + Bra'ri)I~ 

-Bro'riiI?-ariioF (4) 

f>fCfiiV(d6/dZ) = [6(1 - *,)/</,] A,-(r- 6) (5) 

(1 - ^mmd2 T/dZ2) + 2a,jV+ + Is~) 

+ 2arJ (/r
+ + / - ) = [6(1 - ^)/di\h,(T- 6) + 4arJoT* (6) 

Bs and Br are the back-scatter fraction in the solar and in
frared bands, defined as 

£ = 1 / 2 I \ pQi., n')dp'dn (7) 

wherep(n,ix') is the scattering phase function. 
Tand d are the particle and gas temperatures; £, v, and d are 

the mean values of a related to glass in each band and account
ing for the bed porosity (equation (9)). The values of back-

The equivalent thermal conductivity XftT), and the 
gas-solid heat exchange coefficient hh are defined according 
to Baddour and Yoon (1960) and Donnadieu (1961), 
respectively. 

Assuming a monodispersion of opaque spherical particles, 
the scattering and absorption coefficients can be expressed as 
(Siegel and Howel, 1972) 

a{= 1.5(1 -e ,)( l -f , ) / rf , (8) 

a, = 1.5 6,(1 -{,)/«?, (9) 

The boundary conditions are written considering a material 
diffuse reflectance R, which is a property of the interface are 
not an effective property of the slab. 

R~i(R~j) and /?+,- (/?+,-) are the reflectances for the radiant 
flux coming from medium i in the upward direction (Z and ix 
< 0) and in the downward direction (Z and fx > 0), 
respectively. 

In order to be thermodynamically consistent, the following 
relation must be respected: 

»? ( l - / ? , + ) = /!?+ , ( l - * f + i ) (10) 

where «, is the refractive index of slab i; for the particle layer 
«, = 1 is assumed. 

Formulation of the Boundary Conditions 

Surface of the bed, Z = 0: Assuming a constant flux density 
Isfi at the surface, we have 

/+1(Z = 0) = ( l - JR+0)4o+ JR-1 / -1(Z = 0) 

7+,(Z = 0) = i?-1 I- (Z = 0) I (11) 

6(Z = 0) = 60 (0O = 293 K for calculations) 

Boundary between slab 1 and slab 2, Z = Zl: Each equation 
is written for Z = ZU but the subscript is omitted for clarity 

(12) 

^Tl = ( 1 - ^ 2 ) ^ 2 + ^ 1 ^ 1 

and two similar equations for the infrared fluxes 

and (13) 

For temperatures T and 6, two other conditions are 
necessary. They are obtained by writing both energy equations 
for gas and solid in slab 1 and slab 2 at Z = Zx. The 
mathematical formulation will not be developed here to save 
space 

Bottom of bed, Z = ZX + Z2: 

# 2 = 0 

= 0 

dT/dZ = dd/dZ = Q 

(14) 

The numerical solution of previous equations is derived 
from Patankar's (1980) computation method. 

Theoretical Results 

Glass beads and silicon carbide particles were selected to 
compose slab 1 and slab 2. The estimated values of the proper
ties are listed in Table 1. 

For glass beads (slab 1) as and ar were chosen according to 
the mean values of a related to glass in each band and account
ing for the bed porosity (equation (9)). The values of back-
scatter fractions Bs and Br were proposed by Brewster and 
Tien (1982); for transparent spheres of real refractive index 
n=\.5: Bs = 0.265; for specularly reflecting spheres: 
Br = 0.667. 

For silicon carbide particles (slab 2) the absorption and scat-

Nomenclature 

a = absorption coefficient v = 
B = diffuse back scatter fraction 
C = specific heat Z = 
d = particle diameter a = 
h = gas-solid heat transfer e = 

coefficient 6 = 
I = radiant heat flux X = 

K = extinction coefficient = 
a + a' y, = 

n = refractive index £ = 
p = scattering phase function p = 
R = hemispherical reflectance a = 
T = solid temperature a' = 

gas average velocity in the 
axial direction 
bed coordinate 
polar angle of slab 
emissivity 
gas temperature 
wavelength of radiation or 
thermal conductivity 
cos a 
porosity 
density 
Stefan-Boltzmann constant 
scattering coefficient 

scattering albedo = 
a' /{a + a') 

Subscripts 
/ = related to medium / (0: air, 

1: glass, 2: silicon carbide) 
/ = fluid 
p = particle 
r = infrared spectrum 
s = solar spectrum 

Superscripts 
* = effective quantity 

+ = forward direction (Z > 0) 
- = backward direction (Z < 0) 
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slab 

1 
2 

rf(10~3m) 

2 
2 

Table 1 Properties of slab 1 and 2 for calculations (in addition Rs 0 = 0.05) 

£ a j . m - 1 ar, m"1 <TjFm.-1 a/, m~' fi^ B,. R/ 

0.45 15 700 85 100 0.265 0.667 0.2 
0.45 220 250 55 500 0.5 0.5 

Rr 

0.1 

R7 
0.05 
0.2 

Rr~ 

0.05 
0.1 

z 
< 
5 
< 
K 

1 0 5 0 

Z ( 1 0 - 2 m ) 
3(a) 

£ 

x 

O 

4 . 6 . 

Z ( 1 0 - 2 m ) 
3(6) 

1Q50 . 

2 5 0 

Z ( 1 0 " 2 m ) 

3(c) 

Fig. 3 (a) Solar radiant fiux profiles; (b) infrared flux profiles; (c) solid 
and gas temperature distributions versus bed depth; for model 
parameters see Table 1; l s 0 = 600 k W - m " 2 , 80 = 293 K 
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Fig. 4 Solid temperature distribution versus bed depth and slab 1 
albedo; Ks 1 = 100 m - 1 ; (1) wSi1 = 0.15; (2) uS]1 = 0.5; (3) uS]1 =0.85 

tering coefficients were calculated according to relations (8) 
and (9) assuming es =0.8 and er = 0.9. But the infrared scat
tering coefficient (<J/) was overestimated by comparison with 
relation (8) to take into account the experimental results of 
Chen and Churchill (1963). The back-scatter fractions are 
related to diffuse reflecting large spheres (with n = 1). 

A large uncertainty exists about the values of the reflectance 
R. An estimation was obtained assuming that the interface dif
fuse reflectance is equal to the particle reflectance. The latter 
values were based on Touloukian and Dewitt (1972) data. 

Solar radiant fluxes, infrared fluxes, and temperature pro
files are shown on Figs. 3(a), 3(b), and 3(e) for Z^ = 2.5 x 
10~2 m and Z2 = 5.5 X 10~2 m. A very sharp decrease of 
solar flux is observed at the boundary between the two slabs 
because the extinction coefficient increases from Ksl = 100 

to AT, s,2 275 m - 1 . The infrared radiant fluxes and the 
temperatures distributions present a maximum at Z = Z, . 
This observation is in agreement with the expected system 
behavior. The backward IR emission of slab is absorbed by 
slab 1, thus the surface temperature is low and the particle 
temperature is maximal inside the bed. 

The ratio of scattering to extinction is defined by the scatter
ing albedo u. The solid temperature distribution is given as a 
function of usl in Fig. 4. To compute these curves, the values 
Ksl = 100 m - 1 was selected, and aS:l and asl were modified 
to obtain uStl = 0.15 (curve 1), co ,̂ = 0.5 (curve 2), oisl = 
0.85 (curve 3). It should be pointed out that the temperature 
profiles are very sensitive to the albedo uSil. When the albedo 
rises from 0.15 to 0.85, the surface temperature decreases by 
about 300°C. Since the fraction of solar radiation absorbed by 
the slab decreases, the gas outlet temperature is reduced at the 
same time. But notice that these observations are related to 
ideal cases: The albedo is supposed to be independent of slab 1 
reflectance and arl does not vary with temperature. The rela
tion between w and R is known for non-participating media 
and for complete extinction of radiation at Z = Zt (Brewster 
and Tien, 1982), but in the present work this relation cannot 
be used. 

Experimental and Discussion 

A scheme of the experimental device is shown in Fig. 5. This 
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receiver is set at the focus of a 6.5 kW solar concentrator 
described by Arnaud et al. (1982). 

The particles are put inside a 80 mm i.d. alumina tube 
placed in a stainless steel shell. Cold air is introduced at the 
upper part of the bed between the irradiated surface of the bed 
and the transparent window. The 6-mm-thick window 
transmissivity in the solar band was determined by Pierrot 
(1987): TS = 0.94. 

Temperatures are measured using six bare K thermocouples 

I N C I D E N T F L U X 

GAS 
TEMPERATURE 

INSULATION 

TEMPERATURE 

GAS OULET 

Fig. 5 Scheme of the experimental setup 
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placed inside the bed and two pyrometers. The latter are 
alumina-shielded thermocouples indicating the inlet and outlet 
gas temperatures. A mobile optical fiber is used to evaluate the 
solar radiation extinction through the beds Of particules in the 
forward direction. The silica fiber (core diameter 400 /an) is 
connected to a silicon photodiode and a position gage to 
measure the solar intensity and the depth. 

Extinction versus bed depth is shown in Figs. 6(a) and 6(b) 
for glass beads (d = 2x 10"3 m) and nonspherical silicon car
bide particles (d=2.36 10~3 m), respectively. Concerning 
glass, the comparisons of theoretical and experimental profiles 
are satisfactory for K = 100 m_1 , but the results related to 
SiC particles are not in agreement. The main difference is 
observed near the bed surface (Z/d < 2), where the theoretical 
and experimental curve concavities are inverted. This suggests 
that the extinction coefficient varies a lot through the first par
ticle layers (one or two diameter depth). Since the extinction 
coefficient and the porosity are related by equations (8) and 
(9), we showed previously, (Flamant, 1985) that experimental 
and theoretical results may be fitted taking into account the 
bed vodage variation near the surface. We don't introduce this 
variation for comparing the results about the two-slab bed 
because the large decrease of solar intensity between the sur
face and the slab 2 interface (see Fig. 3a) reduces the influence 
of this parameter on the temperature profile. 

Hot experiments were run with a two-layer packed bed com
posed of glass beads (slab 1) and silicon carbide particles (slab 

0 ,5 1 1,5 2 

Z (10-2m) 

6(a) 

2 , 5 0,6 1 1,5 
Z ( 1 0 - 2 m ) 

6(b) 
Fig. 6 Comparison between theoretical and experimental solar flux distribution: 6(a) glass beads: K = 100 m~1; (1) as = 15 m - 1 , (2) a =20 
m \ 6(b): silicon carbide particles; K = 195 m - 1 ; as = 155 m - T , a's = 40 m~1, solid line: experimental ' s 
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Table 2 Properties of slab 1 and 2 for comparison of 
theoretical and experimental results 

Slab 

1 
2 

d 

2 
2.36 

{ 

0.42 
0.54 

"s 

15 
155 

"r 

700 
175 

"s 

85 
40 

o'r 

100 
500 

1100 

s 900 

H 

700 

500 

3 0 0 

. 

-

o 

/ / 

/ 
, , 

I 
I 
I 

i 
i 
i 
i 

i 

i . 

o o 
-" " T 

O 2 Zi 4 6 8 

Z ( 1 0 - 2 m ) 

Fig. 7 Comparison between theoretical and experimental temperature 
profiles (for parameters see Table 2) 

2). The depth and the diameter are Zx — 25 mm, dx = 2 mm 
and Z2 = 55 mm, d2 = 2.36 mm, respectively. Experimental 
results are shown on Fig. 7 (mean solar intensity on the bed 
surface: 600 kW • m~2) and compared with the theoretical 
profiles. The numerical simulation parameters are listed on 
Table 2. The slab 1 properties are not changed (same values in 
Tables 1 and 2). For slab 2, as, an and a's are estimated ac
cording to equations (8) and (9), accounting for the measured 
values of bed voidage. The reflectivities are the same. The gas 
inlet temperature corresponds to the measured one. 

The influence of the window on the bed temperature 
distribution is analyzed as follows. The window spectral 
emissivity (ex) is a function of wavelengths up to X = 4 pm, 
then ex — 1. Taking into account the spectral distribution of 
the bed surface emitted radiation (Planck function) the in
frared window transmissivity (TW) was calculated versus sur
face temperature (T0). At temperatures ranging from 300 to 
500 K, T„ is lower than 0.1. Finally, at low temperatures, the 
radiant exchange between the slab 1 glass particles and the 
window may be neglected if T0 = Tw. The thermocouple in
dications are questionable: Are the measurements related to 
gas, solid, or intermediate temperature? The latter solution is 
the more likely, but the heat exchange between the ther
mocouples and the particles by conduction and radiation are 
dominant if the temperature difference between the fluid and 
the solid is small. Inside the bed this condition is respected and 
the thermocouple is, to a first approximation, at thermal 
equilibrium with the particles. Consequently we assume that 
measured temperatures are the solid ones. 

Figure 7 shows a good agreement between the experimental 
and the theoretical data. The difference about gas outlet 
temperature is less than 10 K and the temperature distribution 
is fitted except inside slab 1 where the thermocouple is ir
radiated by the solar flux. The location of the maximal 
temperature is not measured with precision because the uncer
tainty concerning the thermocouple depth is about 0.5 mm, 
and the gradient in this zone is very sharp. 

In conclusion, this study shows that a selected temperature 
profile should be obtained using semitransparent multilayer 
packed beds. The two-flux model based computing analysis of 
combined heat transfer in a semitransparent two-layer packed 
bed prove to be well adapted to predict the solid temperature 

distribution. The radiative transfer is analyzed using a two-
band approach to take into account the variation of absorp
tion and scattering coefficients with wavelength. The spectral 
selectivity of such a system is demonstrated for slab 1, in 
which the infrared-to-solar absorption coefficient ratio ranges 
from 10 to 50. This value is obtained for glass beads. Concern
ing the temperature distribution, the slab 1 scattering albedo 
in the solar band is a key parameter. The previous demonstra
tion deals with a two-layer, two-band model, but the approach 
should be extended to n-layer, «-band systems. 
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Analysis of Combined 
Conductive-Radiative Heat 
Transfer in a Two-Dimensional 
Rectangular Enclosure With a Gray 
Medium 
Combined conductive-radiative heat transfer in a two-dimensional enclosure is con
sidered. The numerical procedure is based on a combination of two previous tech
niques that have been demonstrated to be successful for a two-dimensional pure 
radiation problem and a one-dimensional combined conductive-radiative heat 
transfer problem, respectively. Both temperature profile and heat transfer distribu
tions are generated efficiently and accurately. Numerical data are presented to serve 
as benchmark solutions for two-dimensional combined conductive-radiative heat 
transfer. The accuracy of two commonly used approximation procedures for 
multidimensional combined conductive-radiative heat transfer is assessed. The ad
ditive solution, which is effective in generating approximation to one-dimensional 
combined conductive-radiative heat transfer, appears to be an acceptable empirical 
approach in estimating heat transfer in the present two-dimensional problem. The 
diffusion approximation, on the other hand, is shown to be generally inaccurate. 
For all optical thicknesses and conduction-radiation parameters considered 
(including the optically thick limit), the diffusion approximation is shown to yield 
significant errors in both the temperature and heat flux predictions. 

1 Introduction 
Combined conductive-radiative heat transfer in a 

multidimensional enclosure is a problem of considerable prac
tical importance. Until now, most of the reported work in this 
area has been confined to either combined conduction-radia
tion in a one-dimensional planar system (Viskanta and Grosh, 
1962; Einstein, 1963; Yuen and Wong, 1980) or pure radiation 
in multidimensional systems (Glatt and Olfe, 1973; Modest, 
1975; Ratzel and Howell, 1982; Yeun and Wong, 1984). A 
series of recent works by Howell et al. (1982, 1984, 1985) ap
pears to contain the only reported solutions in the literature 
that deal with the combined conductive-radiative heat transfer 
in a system with multidimensional geometry. 

Fundamentally, the difficulty associated with multidimen
sional combined conductive-radiative heat transfer lies in its 
extreme mathematical complexity. The energy balance equa
tion is a highly nonlinear partial differential integral equation. 
While exact analytical solutions are practically impossible to 
obtain, numerical solutions are difficult and time consuming. 
Numerical results presented by Razzaque et al. (1984), for ex
ample, are mainly those with moderate or large values of the 
conduction-radiation parameter (/V,>0.05). For cases with 
low values of the conduction-radiation parameter, the authors 
noted that "the method requires a substantial amount of com
puter time to achieve convergence." 

In a recent series of works by Yuen et al. (1984a, 1984b, 
1985), a numerical technique was developed for two-
dimensional pure radiation problems. Utilizing tabulated 
values of a class of generalized exponential integral function, 
S„ (x), numerical results were generated accurately and effi
ciently (cpu time on an 11/780 Vax computer for a typical 
two-dimensional pure radiation calculation is less than 1 min). 
In another work on one-dimensional combined conductive-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 21, 
1986. Keywords: Conduction, Radiation, Radiation Interactions. 

radiative heat transfer (Yuen and Wong, 1980), an iterative 
procedure, in which the blackbody emissive power is not re
quired to satisfy the no-slip condition at the boundary, was 
shown to be effective in solving the highly nonlinear differen
tial integral governing equation. The objective of the present 
work is to demonstrate that the same numerical technique and 
iteration procedure are also effective in analyzing two-
dimensional combined conductive-radiative heat transfer 
problems. Based on numerical results, the general 
characteristics of two-dimensional combined conduc
tive-radiative heat transfer are discussed. 

It is important to note that due to the mathematical com
plexity associated with radiation, some approximate pro
cedures are probably necessary for analysis of combined con
ductive-radiative heat transfer in practical engineering 
systems. Until now, development of such approximation 
methods has been difficult because of the lack of an available 
numerical "benchmark" solution. As is illustrated in the later 
sections, numerical results generated in the present work are 
accurate. In addition to illustrating the important physics of 
combined conductive-radiative heat transfer, these results can 
serve as a valuable basis for such development. Specifically, 
the additive solution, which has been shown to be quite ac
curate for one-dimensional combined conductive-radiative 
heat transfer (Einstein, 1963; Yuen and Wong, 1980), is 
demonstrated to be also an accurate empirical procedure to 
determine two-dimensional combined conductive-radiative 
heat transfer. The diffusion approximation, which is still one 
of the common techniques utilized by industries in estimating 
the effect of radiative heat transfer in practical engineering 
systems, is shown to be highly inaccurate for two-dimensional 
problems. For all optical thicknesses and conduction-radia
tion parameters considered, the diffusion approximation is 
shown to yield significant errors in both the temperature and 
heat flux predictions. 
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Fig. 1 Geometry and coordinate system for the two-dimensional 
enclosure 

2 Mathematical Formulation 

2(a) Basic Equations. Consider a rectangular enclosure 
with an associated coordinate system as shown in Fig. 1. The 
governing equation for combined conductive-radiative heat 
transfer is well known. For an enclosure with black walls and a 
nonscattering medium with constant properties and no inter
nal heat generation, it can be written as 

4JV, d2& AN, d2& 

L\ dr,2 df 

+L{LX VFw,n^dn'dS 
Jo Jo dr, 

= 4 F - L , L 2 ( l - t ? 
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Fig. 2 Domain of integration and the "polar" coordinate used in equa
tion (5) 

V = 

(2e) 

(2/) 

L^aY, L2 = aZ 

Y ' i Z 

with d2 = T2/T{ and T, and T2 being the temperature of the 
lower wall and the remaining boundary, respectively. N{ is the 
familiar conduction-radiation parameter with k and a being 
the thermal conductivity and absorption coefficient of he 
medium, respectively. The functions Sx(x) and S2(x) belong to 
a class of generalized exponential integral function defined by 

2 r°° e~x'dt 

This function has been studied extensively and applied suc
cessfully to solutions of two-dimensional pure radiation 
problems in previous works by Yuen et al. (1984a, 1984b, 
1985). The boundary conditions for equation (1) are 

d(v, 0) = 1.0 

d(v, l) = 02 

HO, 0 = 02 

w, n = 02 

(4) 

N o m e n c l a t u r e 

a = 
A. 

B, 

do 

d, = 

k = 
Ll = 

L2 = 

TV, = 

Qa = 

absorption coefficient 
coefficient defined by 
equation (9) 
coefficient defined by 
equation (9) 
optical distance, equation 
(2a) 
optical distance, equation 
(2b) 
dimensionless emissive 
power, equation (2c) 
thermal conductivity 
optical thickness in the y 
direction, equation (2e) 
optical thickness in the z 
direction, equation (2e) 
conduction-radiation 
parameter, equation (2d) 
heat flux calculated by 
the additive solution, 
equation (10) 

Qr 

S„ = 

T, = 

T, = 

y 
Y 

z 
Z 

heat flux calculated by a 
pure radiation analysis 
radial coordinate, Fig. 2 
general exponential in
tegral function, equation 
(3) 
temperature of the hot 
lower wall 
temperature of the cold 
wall 
coordinate, Fig. 1 
dimension of the 
enclosure, Fig. 1 
coordinate, Fig. 1 
dimension of the 
enclosure, Fig. 1 
dimensionless 
temperature gradient 
calculated by a pure con
duction analysis 

f = dimensionless coordinate 
in the z direction, equa
tion (2f) 

1) = dimensionless coordinate 
in the y direction, equa
tion (2f) 

§ = dimensionless 
temperature, equation 
(2c) 

d2 = T2/T{ 

a = Stefan-Boltzmann 
constant 

<p = angular coordinate, Fig. 
2 

<px = angle parameter, equa
tion (6a) 

<p2 = angle parameter, equa
tion (6b) 
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As in previous analyses for two-dimensional pu re radia t ion 
problems utilized by Yuen et al. (1984a, 1984b, 1985), the in
tegrals appear ing in equat ion (1) are re formula ted , for con
venience, in terms of a " p o l a r " coordina te as shown in Fig. 2. 
Equa t ion (1) becomes 

AN, d2d AN, a21? 

? + 

L\ a,2 

J J (r, if) V 

"(l-^)j 

af2 

cos <p, f + sin <p)Sx (r)drdip (5) 

= 4/7-
(p2 

S2(L2{ sec <p)d<p 

with 

<pl = tan~ 

<p2 = t an" L2t 

(6a) 

(66) 

2(6) Numerical Procedure. Solut ions to equat ion (5) are 
generated numerically by finite difference. Specifically, the 
medium is first divided into an Mx x M2 interior grid such tha t 
the coordinate of each interior grid point is given by 

5?J = 
1 

M,+\ 

tj=J8t, J=l. 

<5f= 

Mi 

Mi 

(la) 

(lb) 
1 

Equat ion (5) is then evaluated at the M , x M 2 grid points to 
generate a set of MXM2 equat ions for the MXM2 u n k n o w n 
tempera tures and emissive powers . 

Based on a usual Taylor-series expansion of the dimen-
sionless tempera ture §, the conduct ion te rm in equat ion (5) 
can be written as 

ANi d2d ANt a2;? 

(8) 

Utilizing a linearized distr ibution of F within each rectangular 
element as in Yuen and H o (1985), the radia t ion te rm becomes 
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The coefficients BUj and 4̂ ,-,_,>,„ are identical to those 
generated in the appendix of the previous work (Yuen and Ho, 
1985). They are, in general, functions of geometry only and 
can be readily evaluated based on tabulated values of S„ (x). 
A set of coefficients, similar to Atj<mn, must also be tabulated 
for the evaluation of radiative heat flux. For a typical calcula
tion (Lt =L2 = 1, Mj =M 2 = 10), the cpu time required for the 
evaluation of these coefficients is less than 3 min on a 11/780 
Vax computer. 

Note that in the development of equation (9), the value of F 
at the boundary is generated by linear interpolation of its 
values at the two closest grid points in the direction normal to 
the boundary. It thus does not satisfy the no-slip temperature 
boundary condition. Since the function F has, in general, a 
much steeper gradient near the boundary than the function &, 
a linear approximation for F that does not satisfy the 
temperature boundary condition yields a better approximation 
of the radiative contribution to the energy balance. Numerical 
experiments show that this greatly increases the accuracy of 
the result, particularly for cases with relatively large grid sizes. 

Numerical solutions to equation (5) are generated by itera
tion. In contrast to many existing works on combined conduc
tive-radiative heat transfer, the present work utilizes different 
iteration procedures depending on the value of the conduc
tion-radiation parameter. In the limit of large Ni, the conduc
tion term is expected to have the most significant influence on 
the temperature distribution. Solutions are generated by a 
conductive iteration in which, at each step of the iteration, the 
radiative term is evaluated using the temperature distribution 
calculated at the previous iteration step and considered as a 
source term. The new temperature distribution is then deter
mined by a matrix inversion of the conduction term. In the 
limit of small Nx, on the other hand, the effect of radiation is 
expected to dominate. The emissive power distribution is 
determined by a radiative iteration in which the conduction 
term is evaluated using the emissive power determined by the 
previous iterative step and considered as a source term. The 
new emissive power distribution is generated by a matrix in
version of the radiative term. For all cases considered, one or 
both of the above iteration techniques are effective in 
generating numerical solutions efficiently. For cases with 

Table 1 Maximum value of A ,̂, Aq , and AQ in percent along the 
horizontal and vertical centerlines between the 11x11 and 21x21 
calculations (or a square enclosure with various values of L1 and N^ 
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0.82 
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Table 2(a) ^(0.5, J) and (?j-(0.5, f) for square enclosures with 
L1 = L 2 =0.1 and various values of N1 

A'. 

1.0 

0.1 

0.01 

0.001 

f = 1 . 0 

if = 0.500 

q< = 7.473 

if = 0.500 

gf = 1.100 

if = 0.500 

g ( = 0.462 

if = 0.500 

qK = 0.39B 

0.7 

0.560 

10.795 

0.561 

1.542 

0.567 

0.616 

0.615 

0.524 

0.5 

0.625 

17.369 

0.626 

2.305 

0.633 

0.798 

0.680 

0.648 

0.3 

0.733 

28.074 

0.733 

3.503 

0.738 

1.046 

0.766 

0.801 

0.0 

1.000 

41.144 

1.000 

4.932 

1.000 

1.311 

1.000 

0.949 

Table 2(b) ^(0.5, f) and <jf(0.5, f) for square enclosures with 
L1 = L2 = 1.0 and various values of N^ 

tfl 

1.0 

0.1 

0.01 

0.001 

f = 1 . 0 

if = 0.500 

qt = 0.927 

if = 0.500 

qt= 0.289 

if = 0.500 

q( = 0.222 

if - 0.500 

q( = 0.226 

0.7 

0.564 

1.352 

0.589 

0.430 

0.653 

0.344 

0.685 

0.322 

0.5 

0.630 

2.112 

0.661 

0.609 

0.726 

0.463 

0.736 

0.423 

0.3 

0.737 

3.315 

0.763 

0.860 

0.807 

0.610 

0.794 

0.556 

0.0 

1.000 

4.701 

1.000 

1.083 

1.000 

0.730 

1.000 

0.722 

Table 2(c) y(0.5, {) and <jf(0.5, J) for square enclosures with 
L^=L2= 5.0 and various values of N1 

Ni 

1.0 

0.1 

0.01 

0.001 

f = 1 . 0 

if = 0.500 

q( = 0.173 

if = 0.500 

q( = 0.039 

if = 0.500 

q( = 0.068 

if = 0.500 

qt = 0.071 

0.7 

0.567 

0.298 

0.585 

0.130 

0.658 

0.111 

0.665 

0.110 

0.5 

0.640 

0.514 

0.689 

0.257 

0.732 

0.165 

0.738 

0.161 

0.3 

0.755 

0.858 

0.834 

0.408 

0.814 

0.245 

0.817 

0.238 

0.0 

1.000 

1.034 

1.000 

0.253 

1.000 

0.388 

1.000 

0.380 

d2 = 0.5 and Lx =L2 = 1.0, for example, the conductive itera
tion is effective in generating solutions with TV, >0.02 while 
the radiative iteration is effective when Nl < 0.01. Using 
pretabulated values for the coefficients Aitjjmi„ and Btj, each 
iterative calculation requires less than 3 min of cpu time on an 
11/780 Vax computer. 

Table 2(d) v(i), 0.5), qfo, 0.5), and ?f(ij, 0.5) for square enclosures with 
L1 =L2 =0.1 and various values of N1 

JVi 

1.0 

0.1 

0.01 

0.001 

77 = 0.6 

if = 0.620 

q(= 16.819 

g„ = 4.347 

if = 0.621 

q{ = 2.241 

qn = 0.494 

if = 0.628 

q( - 0.783 

qv = 0.109 

if = 0.674 

q( = 0.638 

g„ = 0.070 

0.8 

0.577 

11.800 

12.619 

0.578 

1.668 

1.431 

0.583 

0.655 

0.312 

0.620 

0.554 

0.200 

1.0 

0.500 

0.395 

16.839 

0.500 

0.395 

1.919 

0.500 

0.395 

0.427 

0.500 

0.395 

0.277 

Table 2(e) >̂(>j, 0.5), <?,,<!;, 0.5), and qf(i;, 0.5) for square enclosures with 
Li = L2 = 1.0 and various values of W1 

tfl 

1.0 

0.1 

0.01 

0.001 

77 = 0.6 

<p = 0.624 

<7f = 2.050 

qv = 0.491 

<p = 0.654 

qt = 0.595 

g„ = 0.107 

<p = 0.721 

q<. = 0.454 

qv = 0.070 

tp = 0.733 

g f = 0.416 

g , = 0.059 

0.8 

0.580 

1.489 

1.422 

0.603 

0.478 

0.305 

0.669 

0.381 

0.195 

0.711 

0.357 

0.171 

1.0 

0.500 

0.238 

1.898 

0.500 

0.240 

0.404 

0.500 

0.245 

0.250 

0.500 

0.242 

0.243 

3 Results and Discussion 

3(a) Numerical Accuracy. Numerical results show that ex
cept for regions near the two lower corners at which the 
boundary condition is singular, solutions converge rapidly. To 
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Table 2(f) »>(ij, 0.5), qv(i), 0.5), and qfo, 0.5) for square enclosures with 
L1 = L2 =5.0 and various values of N1 

Ni 

1.0 

0.1 

0.01 

0.001 

77 = 0.6 

tp = 0.634 

t j f = 0.496 

q,, = 0.125 

'/> = 0.681 

q( - 0.245 

q,, = 0.059 

<p = 0.728 

g f = 0.161 

qv = 0.034 

95 = 0.734 

q< = 0.158 

q,, = 0.032 

0.8 

0.586 

0.344 

0.344 

0.614 

0.164 

0.137 

0.692 

0.129 

0.099 

0.700 

0.128 

0.095 

1.0 

0.500 

0.039 

0.418 

0.500 

0.048 

0.113 

0.500 

0.061 

0.149 

0.500 

0.063 

0.153 

illustrate the numerical accuracy, predictions of the dimen
sionless temperature and heat fluxes along the vertical and 
horizontal centerline, (?j = 0.5, f) and (rj, f=0.5), for a square 
enclosure (L{=L2) generated by an 11x11 calculation 
(5rj = 5f = 0.1) are compared with those generated by a 21 x 21 
calculation (6rj = 5f =0.05). As a quantitative indicator of the 
accuracy of the calculation, the relative error of a parameter/ 
(which can be either <p, qn, or q^) is introduced as 

A _ / l l x l l ~~ /21X21 , l m a / ~ 7 U°) 
• / l l x l l 

The maximum values of Av, Ag^, and Aqv along the two center 
lines for different optical thicknesses and conduction-radia
tion parameters are tabulated and presented in Table 1. The 
dimensionless temperature <p is accurate to within 1 percent for 
all cases while somewhat higher errors (5 and 6 percent, 
respectively) are observed for qn and qt. The accuracy of the 
solution improves as TV, decreases. For the pure radiation 
results, (p, qv, and q^ are all accurate (in the whole enclosure 
including regions near the two corners) to within 1 percent. 
Physically, these results indicate that radiative transfer is not 
very sensitive to the localized temperature distribution. Ac
curate solution can be generated with a relatively "coarse" 
11x11 grid. Because of its relative accuracy, the present 
numerical data can serve as reference "benchmark" solutions 
for future development of approximation techniques for 
multidimensional combined mode heat transfer. They are 
presented in Tables 2{a-f). 

For enclosures with L2/Lj less than one, numerical ex
periments show that results generated by an 11 x 11 calcula
tion are of the same order of accuracy as those presented in 
Tables 2(a-f). For cases with L2/Ll greater than one, addi
tional grid points in the vertical direction are required because 
a larger fraction of the enclosed medium is away from the 
heating surface. In general, results with a relative accuracy of 

Table 3 Nondimensional heat flux distribution at different walls with 
L 1 = L 2 = 1.0 

Nondimensional 

position rj 

0.1 

0.3 

0.5 

Nondimensional 

position f 

0.1 

0.3 

0.5 

0.7 

0.9 

Nondimensional 

position 7] 

0.1 

0.3 

0.5 

Bottom wall 

Side wall 

Top wall 

% error 

Hottom(hot) w 

Ni = 1.0 

11.019 

5.615 

4.701 

A», = 0.1 

1.817 

1.195 

1.083 

all nondimensional heat flux 

N, = 0.01 

0.888 

0.758 

0.730 

Nt = 0.001 

0.792 

0.736 

0.722 

Ni = 0 

0.778 

0.729 

0.716 

Side(cold) wall nondimensional heat flux 

N, = 1.0-

10.250 

3.918 

1.898 

0.917 

0.308 

N, = 0.1 

1.452 

0.698 

0.404 

0.233 

0.110 

# , = 0.01 

0.581 

0.373 

0.250 

0.163 

0.096 

Ni = 0.001 

0.494 

0.345 

0.243 

0.168 

0.108 

Top(cold) wall nondimensional heat flux 

Ni = 1.0 

0.373 

0.778 

0.927 

AT, = 1.0 

3.157 

2.824 

0.318 

0.54 

Ni = 0.1 

0.176 

0.280 

0.289 

AT, = 0.01 

0.163 

0.207 

0.222 

Ni = 0.001 

0.175 

0.213 

0.226 

Total nondimensional heat fluxes 

Ni = 0.1 

0.649 

0.518 

0.114 

2.52 

#1 = 0.01 

0.398 

0.289 

0.095 

3.54 

N, = 0.001 

0.379 

0.274 

0.099 

1.63 

Ni=0 

0.467 

0.344 

0.244 

0.170 

0.112 

AT, = 0 

0.178 

0.216 

0.228 

Ni = 0 

0.375 

0.274 

0.101 

0.00 

5 percent can be obtained provided the dimensionless grid size 
in the direction of smaller optical thickness is taken to be 0.1 
or less and the optical distance between grid points in the two 
direction are equal (i.e., Z,,5J/ =L25£). 

To demonstrate the heat transfer characteristics and to il
lustrate further the accuracy of the numerical results, heat flux 
distributions at the bottom, top, and side boundaries, together 
with the overall energy balance for enclosures with Lu 
L2 = 1.0, 0.5, are presented in Tables 3, 4, and 5. It can be 
readily observed that in all cases overall energy balance is 
achieved to within 4 percent. In general, the accuracy of the 
heat flux prediction is equivalent to a similar pure-conduction 
calculation utilizing an 11 x 11 grid. Indeed, it is interesting to 
note that the general overall accuracy of the computation ap
pears to depend on the finite difference approximation of the 
conduction term. The radiative term, based on the present for
mulation, is extremely accurate. Additional numerical data 
for both temperature and heat flux distribution (with Llt 
L2 = 0A, 0.5, 1.0, 2.0, 5.0 and ^ , = 0 , 0.001, 0.01, 0.1, 1.0, 
10.0) are presented elsewhere (Takara, 1987). 

For a square enclosure with L, =L2 = 1.0, the centerline 
temperature and heat flux distribution presented in Tables 
2{a-f) are essentially identical to the graphic results presented 
by Razzaque et all. (1984). This agreement supports the ac
curacy of the present calculation. The centerline heat flux 
generated by the P-3 approximation (Ratzel and Howell, 1982) 
differs significantly from the present results. This demon
strates the uncertain accuracy of the P-3 approxi
mation. 

3(6) Accuracy of the Diffusion Approximation. Because 
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Table A Nondimensional heat flux distribution at different walls with 
L1 =1.0and(.2 = °-5 

Nondimensional 

position r\ 

0.1 

0.3 

0.5 

Nondimensional 

position f 

0.1 

0.3 

0.5 

0.7 

0.9 

Nondimensional 

position rj 

0.1 

0.3 

0.5 

Bottom wall 

Side wall 

Top wall 

% error 

Bottom(hot) wall nondimensional heat flux 

A1! = 1.0 

14.042 

6.363 

5.494 

A7, = 0.1 

2.128 

1.309 

1.210 

A1, = 0.01 

0.934 

0.807 

0.786 

A7, = 0.001 

0.812 

0.765 

0.754 

A7! = 0 

0.797 

0.757 

0.746 

Side(cold) wall nondimensional heat flux 

A7, = 1.0 

13.689 

7.223 

4.098 

2.214 

0.796 

A1, = 0.1 

1.848 

1.093 

0.711 

0.458 

0.249 

A7, = 0.01 

0.653 

0.484 

0.373 

0.285 

0.202 

A7, = 0.001 

0.536 

0.430 

0.348 

0.279 

0.213 

Top(cold) wall nondimensional heat flux 

A1! = 1.0 

1.556 

3.309 

3.819 

A1! = 1.0 

3.748 

2.419 

1.319 

0.25 

N, = 0.1 

0.461 

0.743 

0.827 

N, = 0.01 

0.353 

0.481 

0.521 

A7, = 0.001 

0.348 

0.455 

0.489 

Total nondimensional heat fluxes 

# , = 0.1 

0.723 

0.396 

0.317 

1.28 

AT, = 0.01 

0.420 

0.198 

0.216 

1.99 

A'l = 0.001 

0.391 

0.181 

0.207 

1.13 

A1, = 0 

0.524 

0.426 

0.349 

0.282 

0.220 

A7, = 0 

0.349 

0.453 

0.486 

A7, = 0 

0.387 

0.181 

0.207 

0.10 

of the mathematical complexity of radiation, the diffusion ap
proximation (Deisler, 1964) is still a common approximation 
procedure utilized by most practicing engineers in assessing 
the importance of radiation in actual multidimensional 
engineering systems. It is interesting to note, however, that, 
except for one-dimensional planar systems, the relative ac
curacy of the diffusion approximation has never been 
demonstrated quantitatively. The present numerical results are 
now used to assess the accuracy of the diffusion approxima
tion for two-dimensional combined conduction-radiation 
problems. 

Using an 11x11 grid, numerical results are generated for 
the same set of values for Lt, L2, and Nt based on the diffu
sion approximation. A complete set of numerical data is 
presented elsewhere (Takara, 1987). Using an expression 
similar to equation (10) (with /21x2i replaced by fdjf), the 
minimum and maximum values of A„, A„ and A„v for various 
square enclosures are presented in Table 6. Since the diffusion 
approximation always predicts a correct ip at the boundary, 
the minimum Av is calculated only for the interior points 
along the two centerlines. It is apparent that while the diffu
sion approximation is moderately successful in predicting the 
interior temperature distributions <p (less than 17 percent max
imum relative error), it is uniformly inaccurate in predicting 
heat transfer. The validity of many existing practical engineer
ing calculations utilizing the diffusion approximation for the 
radiative heat transfer effect is thus highly uncertain. 

3(c) Accuracy of the Additive Solution. In one-
dimensional combined conductive-radiative heat transfer 

Journal of Heat Transfer 

Table 5 Nondimensional heat flux distribution at different walls with 
Lf = 0.5 and L2 = 1.0 

Nondimensional 

position r) 

0.1 

0.3 

0.5 

Nondimensional 

position f 

0.1 

0.3 

0.5 

0.7 

0.9 

Nondimensional 

position T) 

0.1 

0.3 

0.5 

Bottom wall 

Side wall 

Top wall 

% error 

Bottom(hot) wall nondimensional heat flux 

A7! = 1.0 

21.278 

10.578 

8.772 

A\ = 0.1 

2.896 

1.779 

1.587 

A7, = 0.01 

1.000 

0.S98 

0.871 

A7, = 0.001 

0.864 

0.826 

0.816 

A7, = 0 

0.836 

0.809 

0.B02 

Side(cold) wall nondimensional heat flux 

A7, = 1.0 

11.681 

2.708 

0.824 

0.268 

0.077 

A7, = 0.1 

1.532 

0.481 

0.200 

0.093 

0.040 

A7! = 0.01 

0.520 

0.253 

0.134 

0.073 

0.038 

A7, = 0.001 

0.410 

0.227 

0.128 

0.075 

0.042 

Top(cold) wall nondimensional heat flux 

A7! = 1.0 

0.098 

0.143 

0.159 

A7! = 1.0 

2.983 

2.946 

0.032 

0.58 

A7! = 0.1 

0.082 

0.098 

0.103 

A7, = 0.01 

0.083 

0.094 

0.098 

A7, = 0.001 

0.092 

0.101 

0.104 

Total nondimensional heat fluxes 

N^ = 0.1 

0.483 

0.455 

0.023 

0.57 

A7, = 0.01 

0.230 

0.199 

0.023 

3.71 

A7, = 0.001 

0.210 

0.180 

0.024 

2.86 

A7! = 0 

0.405 

0.223 

0.130 

0.077 

0.045 

A7, = 0 

0.097 

0.105 

0.108 

A7
1 = 0 

0.205 

0.180 

0.026 

0.03 

1 

Table 6 Maximum (minimum) value of Ap, Aq , and Aq in percent 
along the horizontal and vertical centerlines between the numerical 
results and the diffusion approximation and an 11 x 11 grid for a square 
enclosure with various values of L1 and N1 

I i , = i a N,= 1.0 oTl O O l 0 . 0 0 1 ! 

i , i 
! 0.1 A, 6.20(1.39) 15.02(5.06) 18.30(5.38) 9.67(2.13) j 

I A, 60.01(59.98) 57.43(56.56) 531.69(516.30) 871.27(836.27) j 

i ' j 
I A, 100.00(60.27) 100.00(3.60) 367.37(86.88) 563.32(100.00) '• 

j 0.5 A, 5.98(1.18) 12.60(4.03) 7.11(0.27) 10.19(0.01) 

i 
i A, 63.31(62.22) 3.32(1.97) 85.48(81.68) 111.24(102.78) 

A, 100.00(63.04) 100.00(9.01) 100.00(5.68) 100,00(0.25) 

1.0 A, 5.52(1.00) 9.33(2.72) 4.61(0.04) 10.06(0.31) 

A, 64.60(64.49) 27.66(27.61) 5.36(0.97) 14.06(6.79) 

A, 100.00(65.23) 100.00(32.66) 100.00(12.51) 100.00(12.47) 

2.0 A, 4.62(0.83) 5.64(2.08) 7.34(0.64) 10.14(0.18) 

A, 67.93(67.01) 53.37(44.72) 38.90(36.50) 39.84(32.B6) 

A, 100.00(67.42) 100.00(47.68) 100.00(46.48) 100.00(44.37) 

5.0 A, 3.25(0.94) 7.19(0.64) 6.55(0.26) 8.15(0.08) 

A, 73.11(67.78) 73.77(46.96) 64.70(59.64) 66.12(58.51) 

A, 100.00(66.78) 100.00(34.27) 100.00(63.64) 100.00(62.98) 
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Table 7 Maximum (minimum) value of \ , A,, , and Aq in percent 
along the horizontal and vertical centerlines between the numerical 
results and the additive solution with an 11 x11 grid for a square 
enclosure with various values of L1 and N1 

L\ = L2 

0.1 

0.5 

1.0 

2.0 

5.0 

\ 

A,t 

\ 

V 

* , 

V 

\ 

V 

V 
V 

Nt= 1.0 

0.02(0.01) 

0.48(0.00) 

0.33(0.08) 

0.73(0.03) 

1.04(0.20) 

1.38(0.27) 

2.73(0.47) 

10.26(0.50) 

16.12(0.38) 

60.46(0.71) 

0.1 

0.20(0.10) 

0.48(0.00) 

2.11(0.42) 

1.75(0.02) 

5.78(1.39) 

4.30(0.46) 

14.86(3.37) 

19.31(0,95) 

65.04(7.58) 

119.18(0.23) 

0.01 

0.87(0.42) 

0.64(0.01) 

4.95(0.35) 

2.79(0.77) 

10.60(4.32) 

6.22(0.19) 

4.41(3.54) 

5.62(0.05) 

5.50(2.02) 

7.05(0.06) 

0.001 

1.24(0.40) 

0.69(0.09) 

1.77(1.08) 

1.08(0.38) 

1.11(0.85) 

1.19(0.08) 

0.88(0.50) 

1.07(0.00) 

0.65(0.16) 

0.99(0.00) 

analysis, it is well know that the additive solution generated by 
separate independent analyses of the two transfer processes is 
an accurate approximation (within 10 percent) to the total heat 
transfer (Einstein, 1963; Yuen and Wong, 1980). For the 
present two-dimensional problem, an additive solution for the 
heat transfer can be written as 

ga=4N,0c+gr (11) 

where /3C is the appropriate temperature gradient calculated 
from a pure conduction analysis and qr is the radiative flux 
generated by a pure radiation analysis of the same enclosure. 
Utilizing numerical results generated from an 11x11 pure 
conduction analysis (5»j = 5f =0.1) and results of a pure radia
tion analysis presented in a previous work (Yuen and Wong, 
1984), the maximum and minimum values of A„ and A.,, for 
various square enclosures are tabulated and presented in Table 
7. The additive approximation appears to be a reasonable 
estimate for both components of the heat flux over the whole 
enclosure. Physically, this result suggests that for the estimate 
of heat transfer, the interaction between conduction and 
radiation can be considered as sufficiently weak that each 
process acts almost independently. It is important to note, 
however, that the additive solution cannot be used to predict 
the temperature profile. 

4 Conclusions 

Results of a two-dimensional combined conduc
tive-radiative heat transfer analysis are presented. Based on a 
numerical technique developed previously for a two-
dimensional analysis of radiative transfer and an iteration pro

cedure utilized for a previous one-dimensional combined con
ductive-radiative analysis, numerical results are generated ac
curately and efficiently. Numerical data for temperature and 
heat flux distributions are presented. 

Based on numerical results, the accuracy of two commonly 
used approximation methods for radiative transfer is assessed. 
The diffusion approximation is shown to be uniformly inac
curate for two-dimensional combined conduction radiation 
problems. For all optical thicknesses and conduction-radia
tion parameters considered (including the optically thick 
limit), the diffusion approximation is shown to yield signifi
cant errors in both the temperature and heat flux predictions. 
The additive solution, on the other hand, appears to be an ef
fective empirical approach in estimating heat transfer. The 
success of the additive solution suggests that in multidimen
sional combined conduction-radiation problems, the interac
tion between radiation and conduction can be considered as 
sufficiently weak that the two processes contribute in
dependently to the total heat transfer. 
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On Nucleation Site Interaction 

Introduction 

The ultimate goal of nucleate boiling heat transfer research 
is to be able to incorporate the surface characteristics in the 
relationships that predict boiling heat transfer rate. Much ef
fort has been devoted to this goal but until very recently, most 
of the research has been directed toward specific tasks such as 
determining the interrelationship between heat flux and sur
face superheat for a particular material, with less of the 
research being directed toward understanding the nucleate 
boiling phenomena. Yet if the underlying mechanisms were 
better understood, it would be possible to predict the rate of 
boiling heat transfer a priori and to design and manufacture 
boiling heat transfer surfaces to specification. More impor
tantly, the ability to predict boiling conditions from the sur
face characteristics would enable the performance of the boil
ing heat transfer surfaces to be optimized. 

Accordingly, a probabilistic approach to relating boiling 
heat transfer rate to the surface characteristics has been pur
sued. Given the number of nucleation sites randomly 
distributed over a boiling surface, the active site density could 
be predicted if relationships were known for the probability of 
nucleation at the sites, and once the active site density was 
known, the bubble flux density and boiling heat transfer rate 
could be predicted in the manner outlined in Shoukri and Judd 
[1]. The problem of relating boiling heat transfer rate to the 
boiling surface characteristics then becomes a matter of deter
mining the probability relations, which depend on the interac
tion of the processes of bubble nucleation at adjacent sites. 

Despite the fact that Gaertner [2] claimed to have proven 
that clustering around nucleation sites was an illusion because 
the nucleation sites were randomly distributed over the boiling 
surface, Sultan [3] found that the clustering effect was indeed 
real since the bubble flux density was nonuniformly 
distributed over the boiling surface even though the nucleation 
sites were randomly distributed. The observation of clustering 
suggested interaction between the nucleation sites and in a 
subsequent investigation, Sultan and Judd [4] demonstrated 
that such interaction actually occurred by doing cross-
correlation function analysis on the signals arising from the 
nucleation processes occurring at adjacent nucleation sites. 
However, the information obtained from this investigation 
was not in an appropriate form to generate probability rela
tionships and so another investigation of a different nature 
was contrived. 

Experimental Investigation 

Calka [5] and Calka and Judd [6] undertook an experimen
tal investigation in which boiling was observed from beneath a 
transparent heater surface. The time that elapsed between the 
commencement of bubble formation at pairs of adjacent 
nucleation sites was measured using photo-optical techniques 
in the manner described in the reference and the values ob
tained were stored in computer memory. The measuring 
process was repeated continuously under the control of the 
computer and when sufficient measurements had been ob
tained to assure that the distribution of the measurements was 

no longer changing with time, histograms were generated. 
These histograms had the general form of a gamma distribu
tion T(f, v) where f is the mean value of the sample of elapsed 
time values and v is a numerical parameter known as the shape 
coefficient that determines the particular gamma distribution. 
The shape of the histograms was dependent upon the separa
tion between the pair of adjacent nucleation sites. According
ly, the experimental results were fitted with the gamma 
distribution, using a visual technique that involved subjective 
judgment of the goodness of fit, thereby enabling values of f 
and v corresponding to the best fit for each pair of adjacent 
nucleation sites to be determined. 

The relationship observed between the shape coefficient of 
the gamma distribution that best fitted the data v and the 
dimensionless separation distance S/Db can be seen in Fig. 1. 
High-speed motion picture analysis afforded an explanation 
of the form of the relationship. For v> 1, which occurred for 
0.5 <S/Z>6< 1.0, formation of a bubble at the initiating site 
promoted the formation of a bubble at the adjacent site as the 
result of "site seeding"; for v<\, which occurred for 
1.0<S/£>6<3.0, formation of a bubble at the initiating site 
inhibited the formation of a bubble at the adjacent site, most 
likely as the result of "site deactivation." Both of these 
phenomena have been reported in Eddington and Kenning [7] 
and Judd and Lavdas [8]. For v-\, which occurred for 
S/Db>3.0, there was no interaction between the nucleation 
phenomena occurring at the adjacent sites. From this 
research, it was concluded that the active site distribution and 
the bubble flux density are determined by the bubble nuclea
tion process occurring at the continually active nucleation sites 
on the surface, which are capable of affecting bubble nuclea
tion at the surrounding intermittently active nucleation sites. 

Knowles [9] repeated this investigation using the same ap
paratus but a different transparent heater surface, because 
Calka's surface had broken at the end of his investigation 
after several high-speed motion pictures had been taken. In 
keeping with the previous experiment, dichloromethane was 
boiled on the glass surface, which was coated with a Vz 
wavelength thickness of stannic oxide enabling heat to be 
generated. The heat transfer surface had dimensions of 50 mm 
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Fig. 1 Variation of shape parameter with dimensionless separation 
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distance from Knowles' investigation 

by 33 mm and it was assumed that heat was generated 
uniformly over it because this assumption had been shown to 
be satisfactory in Judd [10]. The lower part of the heat 
transfer surface, which was coated with a !4 wavelength 
thickness of antireflective coating, was exposed to the air. 
More details concerning the heat transfer surface can be found 
in Voutsinos [11]. 

Data Acquisition 

A data acquisition system (DECLAB 11/03 laboratory com
puter and appropriate software) was employed to gather and 
store the data. Voltage signals generated by the activity at each 
of the pair of adjacent nucleation sites under investigation 
were directed to the two Schmitt triggers in the computer's 
programmable real time clock unit. The setting of the 
threshold levels of the Schmitt triggers was very important for 
the accuracy of the elapsed time measurement because of the 
necessity of minimizing spurious interrupts. For this reason, 
the level of both Schmitt triggers was set as close to the base 
signal levels corresponding to boiling inactivity as possible and 
both were set to trigger on voltage rising (positive slope). 

As explained above, Calka and Judd [6] found that the 
gamma distribution correlated the time elapsed between the 
formation of bubbles at adjacent nucleation sites. In order to 
fit the present data with the gamma distribution, a modified 
version of Calka's [5] program GAMFIT was used. Using the 
techniques of nonlinear optimization, the modified program 
varied the two parameters that determine the gamma distribu
tion (mean value f and shape coefficient v) incrementally in 
order to minimize the x2 value based upon the differences be
tween the predicted and measured distributions. The modified 
version of program GAMFIT was tested on Calka's [5] data 
prior to being used in the present investigation, yielding the 
darkened symbols that appear in Fig. 1. Except for a small 
amount of additional scatter, there is no real difference in the 
results obtained inasmuch as a statistical test performed upon 

the two sets of values indicated that there was no reason to 
favor either one over the other. 

Similar levels of heat flux were investigated in Calka's [5] 
and Knowles' [9] experiments at saturated boiling conditions, 
although the saturation pressure levels were somewhat dif
ferent and in addition, Knowles investigated four levels of 
subcooling as well. All of the interrelationships between bub
ble nucleation phenomena at adjacent sites were investigated, 
one pair of active sites at a time. When all pairs had been so 
examined, the boiling conditions were changed, and after 
steady state was re-established, the whole procedure was 
repeated again. 

Results and Analysis 

Figure 2, which presents the results of Knowles' [9] in
vestigation, is significantly different from Fig. 1, which 
presents the results of Calka's [5] investigation. The most 
prominent difference is the fact that, while according to the 
results of both investigators, promotion of bubble nucleation 
occurred in the region 0.5 < S/Db < 1.0 where v > 1, inhibition 
of bubble nucleation in the region \.0<S/Db <3.0 was absent 
in Knowles' [9] investigation where v — 1, although it was 
present in Calka's investigation where v<l. The reason for 
the difference is not immediately apparent inasmuch as the 
surfaces were ostensibly the same. However, while the exact 
service history is not known, Calka's surface had been in use 
for many hundreds of hours, whereas Knowles' surface had 
been in use for only a relatively short period of time. The dif
ference was manifest in the way in which the two surfaces 
responded to an increase in heat flux. Calka's surface boiled 
easily in that a small increase in heat flux led to an immediate 
increase in the number of active nucleation sites to accom
modate it. On the other hand, Knowles' surface was difficult 
to boil and initially it had to be heated for over a week before 
any stable nucleation sites were formed. This behavior is not 
unusual for oxide coated glass boiling surfaces in which 
nucleation sites have to be developed because the surface is 
essentially smooth to begin with, but this particular surface 
seemed more difficult to break in than most. The difficulty ex
perienced with breaking in this surface suggests that at the 
times that the surfaces were tested, the surface characteristics 
were considerably different. In fact as it turned out, Calka's 
[5] surface had approximately twice as many potentially active 
nucleation sites as Knowles' [9] surface and the nearest 
neighboring distances were considerably less, as will be 
discussed later. 

Interpretation of Results 

The difference in the behavior of the two boiling surfaces is 
associated with the distribution of the nucleation sites on the 
surfaces. The model being proposed envisages a random 
distribution of nucleation sites comprised of a small number 
of continually active nucleation sites surrounded by a large 
number of intermittently active nucleation sites. The con
tinually active nucleation sites are capable of trapping a vapor 
residue that will form the nucleus of the next bubble whenever 
a bubble departs, whereas the intermittently active nucleation 

. Nomenclature 

Db = average bubble departure 
diameter 

h = heat transfer coefficient 
N/A = active site density 
Psat = saturation pressure 
q" = heat flux 

Rb = average bubble departure 
radius 

5 = shortest spacing between 
nucleation sites 

S = spacing between nucleation 
sites 

Tsal = saturation temperature 
Tw = wall temperature 

v = shape parameter of the 
gamma distribution 

f = mean value of the gamma 
distribution 
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Fig. 3 Site map from Calka's investigation 

sites are capable of emitting only a single bubble whenever a 
nucleus is deposited in them. Bankoff [12] established the ex
istence of such nucleation sites when he identified four dif
ferent types of cavity: those that are always vapor filled, those 
from which vapor can be displaced by liquid, those from 
which liquid can be displaced by vapor, and those that are 
always liquid filled. The continually active nucleation sites and 
the intermittently active nucleation sites correspond to the first 
and second categories, respectively. The conditions that must 
be satisfied in order for a bubble to be nucleated at a con
tinually active nucleation site and the frequency at which bub
bles will be nucleated will depend upon the properties of the 
liquid, the effective cavity radius, and the level of superheat in 
accordance with traditional nucleation theory. However, the 
nucleation of a bubble at an intermittently active nucleation 
site depends upon deposition of vapor by a bubble that 
formed at a adjacent site as the result of being covered and 
"dried out" by evaporation of the microlayer that formed 
beneath it. Bubble emission at these sites depends upon 
"seeding" because any vapor residue would be swept out of 
the cavity by the liquid that replaced the bubble that grew 
from the deposited nucleus when it departed. 

Figures 3 and 4 show the site maps for the regions sur
rounding two particularly stable continually active nucleation 
sites (site #5 on Calka's [5] boiling surface and site #17 on 
Knowles' [9] surface). Each of the points on the surfaces is an 
active nucleation site inasmuch as bubble nucleation was 
observed at the particular location at some time during the in
vestigation but continuous bubble emission occurred only at 
site #5 and site #17, respectively (with the possible exception of 
site #1 on Calka's surface, which might have been a continual
ly active nucleation site as well). By inspection, it is apparent 
that there are approximately twice as many active nucleation 
sites on Calka's [5] boiling surface as there are on Knowles' [9] 
boiling surface in the regions surrounding the continually ac
tive nucleation sites. 
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Fig. 4 Site map from Knowles' investigation 

As Calka and Judd [6] reported, the radius of a bubble at 
departure would sometimes grow as large as twice the average 
departure diameter. Subsequently, bubbles would be formed 
at sites that had been seeded between S/Z)6=0.5 and 
S/Db = 1.0 and these sites, which would have otherwise been 
inactive, would be temporarily activated and emit one bubble 
(c>l). About one bubble in ten would grow much larger, 
presumably as the result of energy accumulation in the vicinity 
of the continually active nucleation site after a relatively long 
period of inactivity at the surrounding sites. Some of the sur
rounding sites lying farther out (S/Db > 1.0) would be seeded 
and it is the subsequent nucleation of bubbles at these sites 
that accounts for the differences reported by Calka and 
Knowles. 

Depending upon the spacing between the sites, as will be ex
plained below, bubble emission could be delayed by the for
mation of bubbles at adjacent sites. When the separation be
tween the sites was great enough that bubbles forming at the 
sites inside of the circle S/Db = 1.0 were able to cover few of 
the sites outside of the circle, which is the situation that existed 
on Knowles' surface, then the time that would elapse from the 
formation of a bubble at the continually active nucleation site 
to the formation of a bubble at any of the surrounding nuclea
tion sites would most often be a random event (y = 1). Because 
of the sparse active site population and the relatively large 
separation distances, there would be little interaction. When 
the separation between the sites was small enough that bubbles 
forming at the sites inside of the circle S/Db = 1.0 were able to 
cover many of the sites outside of the circle, which is the situa
tion that existed on Calka's surface, then nucleation from any 
site that had not yet emitted a bubble after having been seeded 
could be delayed while it was being covered {y< 1). Any bub
ble subsequently emitted by such a site would form from the 
nucleus left by the bubble that had covered it last and not from 
the nucleus deposited by the bubble that had formed at the 
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continually active nucleation site. Because of the dense active 
site population and the relatively small separation distances, 
considerable interaction could occur. Such interaction was 
much more likely to have happened in Calka's experiment 
than in Knowles' experiment because the site density was twice 
as great and the number of sites lying between the circles 
S/Db = 0.5 and S/Db = 1.0 that are essential for this sort of in
teraction to occur were twice as numerous. 

Figure 5 shows a correlation between the shape parameter v 
pertaining to the probability density distributions obtained at 
the sites outside of the circle S/Db = 1.0 with the dimensionless 
separation distance s/Rb where 5 is the shortest distance be
tween the site in question and the nearest site within the circle. 
It is apparent that for those sites on Calka's surface where the 
inhibitive effect was observed (V<1), the dimensionless 
separation distance s/Rb is less than unity, whereas for those 
sites on Knowles' and Calka's surfaces where independence of 
the nucleation phenomena occurring at the sites was observed 
(y=l), the dimensionless separation distance s/Rb is greater 
than unity. This correlation supports the explanation given 
above. 

Concluding Remarks 
Further investigation is required to confirm the mechanism 

of nucleation site interaction identified in this paper. An in
vestigation is planned in which the research apparatus will be 
modified so that high-speed motion pictures can be taken 
simultaneously with the measurement of elapsed time between 
the nucleation of bubbles at adjacent sites. The conditions 
under which the extra large bubbles form will be of particular 
interest in the future investigation. 
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Influences of Subcooling on 
Burnout of Horizontal Cylindrical 
Heaters 
The peak pool boiling heat flux is observed on horizontal cylindrical heaters in 
acetone, Freon-113, methanol, and isopropanol over ranges of subcooling from zero 
to 130°C. Photographs, and the data themselves, revealed that there are three 
distinct burnout mechanisms at different levels of subcooling. Three interpretive 
models provide the basis for accurate correlations of the present data, and data from 
the literature, in each of the three regimes. Burnout is dictated by condensation on 
the walls of the vapor jets and columns at low subcooling. In the intermediate 
regime, burnout is limited by natural convection, which becomes very effective as 
vapor near the heater reduces boundary layer resistance. Burnout in the high-
subcooling regime is independent of the level of subcooling, and is limited by the 
process of molecular effusion. 

Introduction 

The problem of predicting the peak pool boiling (or 
"burnout") heat flux qmax in subcooled liquids has received 
intermittent attention for over 30 years; yet it remains essen
tially unresolved. Perhaps work has been less intense than in 
other areas of boiling because, strictly speaking, true steady 
pool boiling cannot be subcooled. The boiled liquid in a stag
nant pool will eventually warm to the saturation temperature. 

However, since a heater in a large bath can operate in quasi-
static subcooled boiling for a long time, subcooled burnout is 
important in the short term. Furthermore, if cool liquid is 
replenished, either by slow fluid motion or a cooling process in 
the bath, a condition very close to pool boiling can be main
tained indefinitely. Finally, since subcooled behavior is impor
tant in flow boiling, an understanding of the zero velocity 
limit is a part of a general understanding of burnout in flow 
boiling. 

Kutateladze (1951) first looked at the subcooled boiling 
burnout heat flux <7max>sub, and argued that since some fraction 
of the heat had to go to warming the liquid to its boiling point 
before boiling could occur, one could represent q max.sub as 

^/max.sub 

((max 

where the Jakob number 

= const »Ja (1) 

Ja = pfCpATmb/pgh/g (2) 

Arsub == the liquid subcooling = (rsat - Tbath); and qmm = the 
saturated peak heat flux. 

Kutateladze and Schneiderman (before 1953) measured 
<7max,sub o n horizontal cylinders. Their limited data in water, 
ethanol, and iso-octane suggested that <7maXiSUb varied in direct 
proportion to Ja and thus to A7,

sub; but they also suggested 
that the constant in equation (1) should contain the factor 
(Pf/pg)0-011 to account for the "recirculation of unheated sub
cooled liquid." The maximum subcoolings that they observed 
were 64°C in water, 120°C in ethanol, and 76°C in iso-octane. 
They did their measurements on graphite rods, whose 
diameters they failed to report. 

Zuber et al. (1963) suggested in 1961 that subcooling would 
augment burnout by condensing a fraction of the departing 
vapor on the walls of the jets through which it flowed. This 
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Fig. 1 Schematic representation of the experimental apparatus 

meant that additional vapor would have to be generated at a 
heater surface before Helmholtz instability caused burnout. 
The amount of vapor condensed must then be established by a 
process of transient heat conduction in the moving liquid-
vapor interface. Thus they obtained a correlation that explicit
ly displays the familiar formula for transient conduction into a 
semi-infinite medium 

^max,sub 

*?max 
; 1 + const-

2A:Ars, 
(3) 

where T was Zuber's approximate lifetime of the vapor jets 

irfli ( ° )1/2 ( "3 ) 
v g ( P f - p „ K \s(pf-pJo/ g(P/-Pg)c 

(4) 

The Zuber-Tribus-Westwater mechanism remains the most 
probable one for subcooled burnout; however it has not suc
ceeded in providing very good correlation of the existing sub
cooled data. 

Ivey and Morris (1962) (see also Ivey and Morris, 1966) pro
vided the following modification of Kutateladze and 
Schneiderman's correlation: 

1 + 0 
\ P f j 

Ja (5) 

Equation (5) correlated the data of Kutateladze, and their own 
data for horizontal wires 1.22 to 2.67 mm in diameter in 
water, in the range 0< Arsub <72°C. The correlation was only 
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Fig. 2 Detail of the heater mounting 

accurate within ±25 percent, and failed to represent data for 
other geometries. 

Thus, by 1966, it had been established that gmax>SUb varied 
more or less as ATsub, at least when ATmb was not too great. 
However, the influence of both geometry and geometric scale 
had not been clarified at all. Furthermore, the fact that the 
thermal conductivity had to enter the process (as indicated by 
Zuber et al., 1963) was still an important neglected 
consideration. 

Our objective here is to produce an expanded set of <7maXiSUb 

data for a given geometry (the horizontal cylinder); to look for 
different regimes of subcooled burnout; and finally to provide 
either burnout predictions or at least conceptual models for 
correlating the results over a range of fluids and geometric 
scales. 

Experiment and Results 

Figure 1 shows the relatively conventional apparatus that we 
used to measure qmax on cylindrical electric resistance heaters 
ranging from 0.80 to 1.54 mm in diameter. Four liquids — 
isopropanol, acetone, methanol, and Freon-113-were boiled 

at atmospheric pressure. The heaters were mounted as shown 
in Fig. 2. 

In each case, the bath was either preheated or cooled, and 
thoroughly mixed, to a predetermined temperature. An array 
of thermocouples in the liquid was used to confirm that this 
procedure yielded a uniform bath temperature within 1/2°C 
prior to burnout. The mixing and heating (or cooling) were 
then stopped for about half a minute which was enough to 
guarantee that gross fluid motion (as evidenced by bubble mo
tion) had damped out. The heater was then rapidly powered 
up to about 90 percent of qmax. Then it was brought to burn
out over another 15 to 30 s, which was slow enough to 
guarantee that boiling remained quasi-static. 

A total of 631 such observations were made with approx
imately equal numbers of observations in each fluid, and only 
two or three observations were made on any one heating ele
ment. The heating elements were all nichrome with the excep
tion of four observations made on steel heaters in Freon-113. 
Figure 2 shows the mounting of the heater elements. Tapered 
copper electrodes were electroplated on the ends of each wire 
to eliminate any end effects. Each wire was inspected for any 
flaws, washed with detergent soap, rinsed in water, and finally 
rinsed with the fluid to be boiled, before it was installed. 

To obtain the very highest levels of subcooling, we im
mersed the test container in a bath of isopropanol mixed with 
dry ice instead of the control scheme shown in Fig. 1. 

More complete details of the experiment, and complete 
tabulations of the data, are given by Elkassabgi (1986). The 
probable error of the resulting <7maXiSUb data was within 3.6 
percent. 

Extensive still and motion pictures were also taken for each 
of the fluids and at the different levels of subcooling. 

The results of the experiment are plotted in Figs. 3-6. In 
these plots, #max,sub has been normalized by the saturated 
burnout heat flux predicted by Sun and Lienhard (1970) 

Nomenclature 

A, Acmi = area; area of vapor jets on which con
densation occurs 

^jet> ^heater = cross-sectional area of the vapor jets; 
area of the heater per escaping vapor 
jet 

a, b, c = undetermined constants 
cp = specific heat at constant pressure for 

the boiled liquid 
g = acceleration of gravity 

hfg = latent heat of vaporization 
Ja = volumetric Jakob number 

= PfcpATwh/pghfg 

k = thermal conductivity 
Nu = Nusselt number defined in equation 

(26) 
Pe = an effective Peclet number, defined in 

equation (20) 
Pr = Prandtl number = via. 

<7> <7max> tfmax.sub = boiling heat flux; saturated peak pool 
boiling heat flux; qmm in subcooled 
boiling 

tfmaxSun. tfmaxz = predicted <srmax for horizontal cylinders; 
Zuber's estimate of <7max (see equations 
(6) and (8)) 

<7cond. = n e a t f lu x conducted from the vapor jet 
interface to the surrounding subcooled 
liquid, expressed on a per-unit-heater-
area basis 

<7moi eff = molecular effusion limited q (see equa
tion (28)) 

R = radius of a horizontal cylindrical 
heater 

Rai = effective radius, defined in equation 
(23) 

Rgas = ideal gas constant on a mass basis 
R' = R[pf-Pg)/oV/2 

Ra = Rayleigh number defined in equation 
(27) 

t = time 
T, Tsat, 7"bath = temperature, saturated liquid 

temperature, actual temperature of sur-
_ rounding liquid 

ug, ug = Helmholtz unstable velocity in a vapor 
jet; an average vapor velocity defined 
by equation (16) 

a = thermal diffusivity of the boiled liquid 
iS = volumetric coefficient of thermal 

expansion 
A7"sub = saturation temperature minus the 

liquid bath temperature 
6 = retreating contact angle 

\/> ^w = m o s t susceptible Taylor unstable 
wavelength, critical Helmholtz 
wavelength 

v = kinematic viscosity 
pf, pg = saturated liquid and vapor densities 

a = surface tension 
T = characteristic duration of transient heat 

conduction (for which different 
estimates are given in the paper) 

<j) = fraction of limiting q (see equation 
(29)) 

X = dimensionless group defined in equa
tion (32) 
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<WSun =<7raax2[0.89 + 2.27exp(-3.44V/F)] (6) 
where R' is the Laplace number based on the cylinder radius R 

R'^R[g(Pf-Pg)/o]i/2 (7) 
and qmaxz is Zuber's estimate of the peak heat flux on a 
horizontal flat plate 

imax^ = ^l'2hfi\So(Pf-Pg)Y (8) 

The purpose of using the hydrodynamic prediction of qmax 
to reduce the data on an otherwise dimensional plot is to make 
it feasible to put data for different wire sizes on the same 
graph. While we do not claim that equation (6) presents the 
correct accounting for geometric scale at high subcooling, this 
normalization nevertheless makes it possible for us to see, at 
this preliminary stage, three identifiable regimes of boiling 
behavior near ^maXiSUb, as ATsub is increased. 

The three regimes of subcooled burnout behavior become 
more sharply evident in photographs made at heat fluxes near 
burnout. Indeed the photographs make it clearer than do the 
data alone that a middle region must be identified. Figures 
l{a-d) are typical photographs showing saturated boiling and 
the three subcooled regimes, just below the peak heat flux. In 
the "region of low subcooling" some of the familiar jets-and-
columns behavior of saturated boiling is preserved, although 
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Fig. 6 The effect of liquid subcooling on the peak heat flux, for heaters 
of various sizes in acetone 

the jets diminish slightly in size. In the ' 'region of intermediate 
subcooling" the jets give way to fairly large bubbles that con
tinue to condense away after they depart from the wire. 

The most dramatic surprise awaits us in the "region of high 
subcooling." Here two unexpected things occur: The burnout 
heat flux reaches a ceiling that is independent of Arsub, and 
the bubble departure pattern takes on the appearance of 
saturated film boiling. At high superheats, very small bubbles 
leave the wire and rise, without condensing, in what must be a 
thin sheet of liquid that has been heated all the way to rsat by 
the wire, We have delineated this region by developing com
plete sets of data at the highest subcoolings while other in
vestigators have only provided a few points. 

Our task is now to determine what factors dictate burnout 
in each of these three regimes and to do what we can about 
developing predictions of the peak heat flux in each case. 

Heat Transfer Models 

The Region of Low Subcooling. The mechanism for 
burnout in the region of low subcooling is the same Helmholtz 
instability process that occurs in saturated boiling. However 
when the liquid is subcooled, more vapor must be supplied to 
the escaping jets to make up that portion that condenses on 
the jet walls before burnout occurs. 

This is the essence of the Zuber et al. mechanism. Like 
Zuber et al., we note that it is necessary to add to qmax the 
transient heat flux from the saturated interface of the vapor 
jets to the surrounding subcooled liquid. The average transient 
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where Ug is the average velocity of vapor leaving the heater

Ug=qrnax,sa/pghjg (16)

We also note that

Ug=Ug(AheateJAjet) (17)

Combining equations (10), (11), (15), and (17) we obtain

dA P u3 u3/4

~oo--L.!.A. oc A· (18)
dt u Jet p~l2(g(pj_Pg)P/4 Jet

Ja/Pe 1/4

Fig. 8 Correlation of qmax sub data in the region of low subcooling in
accordance with equation (21)

where

the size of the jet configuration) to the Helmholtz unstable
vapor velocity I ug • Using the Helmholtz velocity

ug = (27rU/PgAH) 112 00 (27rU/PgAd) 1/2 (10)

where the Helmholtz unstable wavelength AH for all but very
small cylinders must stand in proportion to the most suscepti
ble Taylor wavelength Ad' for reasons of dimensional con
sistency. The Taylor wavelength is

Ad = 27rY3[ulg(Pj_pg)jl12 (11)

It follows that
Ad pl12Ul/4

7=--00 g (12)
ug [g(Pj_Pg )j3/4

which is identical in form to equation (4), but it does not have
the restricted coefficient of proportionality in it.

The subcooled peak heat flux can then be written in the
following variation of equation (3):

2.5 r---,----.---,---..,..---...,.----,

IWe assume some familiarity with the hydrodynamic theory of burnout on
the part of the reader. We refer those unfamiliar with the theory to extensive
reviews by Lienhard and Dhir (1973) and by Witte and Lienhard (1985).

We next ask, "What is the rate of generation of interfacial
surface?" The mechanical energy stability criterion of burn
out provides the basis for answering the question. The theory,
as articulated for pool boiling burnout by Lienhard and Hasan
(1979), says that the rate of creation of interfacial surface
should equal the rate at which vapor kinetic energy leaves the
heater. Thus

(9)

4

C)O
o

o 00 0 0

o c.
o

0°0
00

o

o

e 0o
o 0

o °0o
o

0. 0
., 0
~ 0 ,

c.) Freon-113; .1.Tsub = 21.6 0 C,
0.81 mm dia. (region of
moderate subcooling)

b.) Acetone; .1.Tsub = 10.6 0 C,
1.04 mm dia. (region of
low subcooling)

a.) Saturated acetone;
1.04 mmdia.

conduction is well known. Here we express it as a flux per unit
area of the heater

= 2kf!.Tsub • A cond .
qcond. - r- A

"V ,/HX7 heater

where A cond . is the jet surface on which the condensation pro
cess takes place. Unfortunately, Zuber's estimate of the dura
tion of conduction (7 given by equation (4» gives values on the
order of 1 ms, while the motion pictures give jet lifetimes on
the order of 100 ms. We therefore seek a more reasonable
strategy, not for estimating 7, but for setting its functional
form.

The duration of survival of a vapor jet must stand in pro
portion to the ratio of the Taylor wavelength Ad (which sets

d.) Isopropanol; .1.Tsub = 114.2 0 C,
0.81 mm dia. (region of high
sUbcooling)

Fig. 7 Typical photographs of nucleate boiling just below the peak
heat flux, In each of the regimes of subcoollng
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Table 1 Average measured values of r/max in saturated liquids 

L i q u i d R' q q 

A c e t o n e 

I s o p r o p a n o l 

Methanol 

Freon 113 

0 . 1 5 1 5 
0 . 1 6 5 1 
0 . 2 0 1 5 
0 . 2 4 1 2 

0 . 1 5 1 3 
0 . 1 6 4 2 
0 . 1 9 5 6 
0 . 2 3 4 6 

0 . 1 5 6 5 
0 .1590 
0 . 1 9 8 7 
0 . 2 3 8 5 

0 . 1 9 8 5 
0 .2480 
0 . 3 1 1 5 
0 . 3 7 2 5 

< r W m 2 ) 

0 . 4 9 4 
0 . 4 8 7 
0 . 4 6 6 
0 . 4 5 7 

0 . 5 2 5 
0 . 5 0 9 
0 . 4 7 1 
0 . 4 3 5 

0 . 7 6 5 
0 . 7 4 4 
0 . 6 9 9 
0 . 6 5 9 

0 . 2 8 5 
0 . 2 6 5 
0 . 2 3 7 
0 . 2 1 9 

"max,Sun 

1 .06 
1 .08 
1 .09 
1 .08 

0 . 9 2 
0 . 9 4 
0 . 9 3 
0 . 9 1 

1 .05 
1 . 0 6 
1 .06 
1 .06 

1 .18 
1.20 
1 .13 
1.10 

Finally we combine equations (6), (9), (10), (11), (12), (14), 
and (18) with equation (13). The result contains a factor of 
AjetA4heater in it, and we note that Sun and Lienhard found 
this factor to depend weakly on R'. The resultant substitu
tions therefore yield 

ffmax.sub 

Vmax 
= l+f(R')Ja/Pe1 (19) 

where qmax may represent either Sun's prediction or the actual 
measured value of gmax in a saturated liquid, and where Pe is 
an effective Peclet number 

Pe=-
<x[g(Pf-Pg)VMPg 

(20) 

The data for the region of low subcooling are plotted in ac
cordance with equation (19) in Fig. 8. There are three dif
ficulties involved with this plot. The first arises in normalizing 
the ordinate. We discovered in the course of this work that 
equation (8) systematically underpredicts the saturated data 
for acetone by about 8 percent, those for methanol by about 6 
percent, and those for Freon-113 by about 16 percent. It over-
predicts the data for isopropanol by about 7 percent. Closer 
scrutiny made it clear that these systematic differences among 
the various fluids was responsible for most of the ±20 percent 
deviation of the data that Sun originally reported for his 
prediction, as well. We have therefore used the average 
measured qmm values (instead of the prediction) to normalize 
the ordinate in Fig. 8. These values are listed in Table 1. 

The second difficulty is that of specifying which of the three 
regions of subcooling a given data point falls in. We discuss 
this difficulty after we present the three correlations. 

The third difficulty - that of specifying the function 
f(R')-conveniently vanishes. The process of least-squares 
correlation revealed that this function was weakly enough 
dependent on R' to be represented as the constant 4.28. Con
sequently equation (19) reduces to 

ffmax.sub 

ymax 
= 1+4.28 Ja/Pe1 (21) 

where qmax is the experimentally determined value2 from 
Table 1. 

We also correlated these results using the <7max value predicted by Sun and 
Lienhard to normalize equations (19) and (21). The resulting f(R') was still a 
constant but somewhat higher - 5.66 - and the rms deviation increased to ±10.2 
percent. These changes reflected the small systematic inconsistencies of equation 
(6) mentioned above. When one does not have a measured value of <7max he may 
use equation (6) and the constant 5.66. 

Equation (21) represents the available data within an rms er
ror of ±5.95 percent. 

The Region of Intermediate Subcooling. The photographs 
make it clear that the low subcooling mechanism is not ap
propriate to the vapor escape process in the moderately sub-
cooled region. The jets and columns vanish in this range of 
Arsub as bubbles grow and condense in a region that is increas
ingly restricted to the neighborhood close to the cylinder. 
Without jets and columns, we must then ask what sort of in
stability now causes burnout. 

A closer study of the photographs in both this (and this 
highly subcooled region as well) reveals intense bubble growth 
and condensation action near the surface.3 Consequently, 
there is fairly limited liquid-solid contact around the heater, 
and the liquid immediately outside this highly active vapor 
bubble layer is saturated. 

One may thus imagine that the cylinder has a radius larger 
than R by the thickness of the bubble layer, with heat transfer 
occurring by natural convection from the saturated liquid to 
the surrounding subcooled liquid. Normally, natural convec
tion would not be terribly effective; however in this case the 
no-slip condition (between the saturated interface and the 
bubble layer) is largely removed by the bubble layer. We 
therefore believe that, in this region, burnout occurs when the 
efficient phase-change process in the bubble layer reaches the 
limit of heat that can be removed by the not-quite-as-efficient 
natural convection process outside the vapor layer. 

If heat transfer is determined in this way, the dimensional 
functional equation for <7maXiSUb is then 

Vmax.sub (22) 

where /3 is the coefficient of thermal expansion of the liquid, v 
is the kinetic viscosity, and RM is the sum of the cylinder 
radius and one departing bubble diameter. We use the Fritz 
(1937) departing bubble diameter (for saturated pool boiling) 
and obtain 

Refs = R(l+0.028/R') (23) 

where the second term represents the Fritz radius.4 Equation 
(22) has eight variables in four dimensions and thus reduces to 
four dimensionless groups 

^max.sub^eff = / p * . /3Arsub,Pr) 
KArsub \ av / 

We do not know what functional form these groups should 
take, and therefore look first for a simple power law relation. 
In doing this we assume that the primary independent variable 
is the combination of the three terms on the right that we call 
the Rayleigh number Ra, and that the Prandtl number Pr is 
not important beyond its role in Ra. However, correlation 
reveals that the independent influence of the term &&Tsab can
not be ignored as it can in many cases of single-phase natural 
convection. When we correlate the existing data using such a 
relationship, we obtain 

Nu = 28 + 1.50Ra1/4/((3Arsub)7/8 

where the Nusselt number for this case is defined as 

Nu = (2*eff) 

kATsub 

and the Rayleigh number is 

(25) 

(26) 

This action is undoubtedly coupled with mass transfer through the bubbles, 
as postulated by Edwards and Snyder (1954) (see, e.g., Snyder and Robin 
(1968). 

4The factor of 0.02 in this relation is Fritz's original constant. We had first 
expected that it would change in the present situation, and allowed it to be deter
mined by least-squares correlation in the subsequent calculations. To our sur
prise, this procedure yielded the Fritz constant exactly. 
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ing in accordance with equation (25) 

Ra = 
gpATsab(2ReS!y 

(27) 

We also note that the familiar 1/4 power exponent of Ra in 
equation (25) is the result of the correlation and it was not 
assumed. It, and the - 7 / 8 exponent of ( M y , were both 
obtained beyond two-decimal-place accuracy by correlation. 

The use of equation (25) requires values of the retreating 
contact angle 6, which enters both Nu and Ra through Ret( 
(recall equation (23).) We used the tilting plate method to 
measure 0 for each of the liquids, at its saturation 
temperature, on clean nichrome. For acetone, isopropanol, 
methanol, and Freon-113, respectively, we obtained 9= 12, 18, 
15, and 24 deg. 

Equation (25) is plotted with all of the available data for the 
moderately subcooled region in Fig. 9. It represents the data 
accurately within an rms error of ±7.06 percent. 

The Region of High Subcooling. In the third regime of 
boiling, the boiling configuration is still similar to that in the 
range of moderate subcooling. Rapidly growing and collaps
ing bubbles form and reform a thin structure of liquid-vapor 
interfaces in which there occurs rapid transient conduction 
related to repeated contacts with the heater surface. The max
imum heat fluxes in this regime of high subcooling are very 
high - typically three times the saturated values - yet they are 
no longer dependent on A 7 ^ . 

The fact that these heat fluxes have reached a Arsub-
independent limit calls for a new mechanism of boiling, one 
that occurs when the phase-change heat transfer process can 
no longer keep up with natural convection. We note that 
Schrage (1953) pointed out that the absolute limit of a phase-
change heat flux was the limit set by the effusion of molecules 
in one direction from an interface. He noted that this heat flux 
is approximated within a few percent by 

(28) <7mol.eff. = P g f c / g V i ? g a s 7 ; a t / 2 i r 

where i?gas is the ideal gas constant on a unit mass basis. 
This is an ideal limit that cannot ever be reached in any but 

the most idealized system. However, the actual limit reached 
in a real process should be related to this limit.5 Thus we 
define the fraction of this limit reached in an experiment, 

<j>= gma*.sub (29) 
<7mol.eff. 

The data come very close to defining the same fraction 
<t> - slightly in excess of 0.01 - for all of the fluids investigated. 
However, the data reveal that 4> deviates upward for the 

5 This idea is developed further by Gambill and Lienhard (1986). 

0.015 

- 0.010 

0.005 

_ 

-

— 

" 
" 

-

-

A 

X A 

data 

a 

o
 

+ 
< 

A 

l 

1 

methanol 1 

isopropano l 1 

ace tone f 

F r e o n - 1 1 3 J 

I ' I 

s equation (34) 

Nichrome heaters. 

Numbers indicate number 
of da ta po in ts for each 
symbol . 

T indicates range of 
scat ter among data 

1 for each symbol. 

Single data points for Freon-113 
boiling on steel heaters. 

i i , i 

. 

-

KF" 

-
-

-

-

0 1 2 3 3.5 

X " [ R < / f W W « ] x 1 ° " ' 

Fig. 10 Correlation oi q m a x s u b data in the region of high subcooling in 
accordance with equation (34) 

smaller wires. There is clearly an influence of geometric scale 
that vanishes for the larger heaters. The relevant scale 
parameter in this process must be a transient conduction 
length, probably one that is related to the transient heating of 
liquid in the structure of the changing liquid-vapor interface. 
(This presumption is checked experimentally below.) We ac
cordingly expect </> to depend on the heater radius R, the ther
mal diffusivity of the liquid a, and an appropriate time scale 
for the problem. The available time scale in this situation is the 
time required for molecules to flow over the characteristic 
distance R. Thus we write 

> = 4>{a R, 
R 

(30) 
v " g a s •* sat 

These four variables are expressed in just two dimensions so 
equation (30) can be rearranged into a relation between two 
dimensionless groups 

</> = <Mx) ( 3 D 
where the new group x takes the form of a Peclet number. To 
avoid confusion with the previously defined Pe, we call it x-

X = R(RgasTsJ
m/a (32) 

Those of the experimental data (shown in Figs. 3-6) that 
belong to the highly subcooled regime are plotted in Fig. 10 on 
(j> versus x coordinates. Four additional 9max>SUb data were ob
tained using steel heaters with a thermal diffusivity three times 
that of nichrome. The steel heater data correlate very closely 
with the nichrome data when they are plotted on the coor
dinates required by equation (31). Therefore we are confident 
that our selection of the conduction length based on the liquid 
diffusivity was appropriate. 

The data suggest a correlation of the form 
<j> = a + becx (33) 

A least-squares fit of this form yields 
0 = 0.01 +0.0047exp(- 1.11 X 10" 6x) (34) 

which represents the data with an rms deviation of 6.82 
percent. 

Discussion 

On Determining the Region in Which a Given Data Point 
Will Fall. A serious, and essentially unresolved, problem 
with the three predictions is that of determining which of them 
is appropriate to a heater of given size in a given liquid at a 
given Ar s u b . Figure 11 is a typical plot of raw da t a -da t a for 
1.04 mm dia heaters in methanol. It also includes the three 
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Fig. 11 Comparison of the data with the three predictions for methanol 
boiling on 1.04-mm-dia cylinders 

predictions for the three regions, equations (21), (25), and 
(34). This plot dramatizes the difficulty we face. 

One would want the three regions to be delineated by the in
tersections of the three correlating equations. However, in 
some cases the low and moderate subcooling region curves in
tersect and in some cases they do not. In Fig. 11 they do not, 
and the data clearly jump from the low A!Tsub prediction to the 
moderate ATsvb prediction at about 30°C. We do not yet know 
what factors determine where this jump occurs. 

We used the following procedure to identify the appropriate 
region for each data point. We first guessed the region on the 
basis of Figs. 3-6. Then we made preliminary correlations of 
the data and generated plots similar to those in Fig. 11. Next 
we judged which points lay in which region by looking at each 
point in relation to the predictions. Finally, we made new cor
relations based on these decisions. After about three such 
iterations no further changes were required. 

The results obtained for acetone in this process exhibited a 
trend different from that shown in Fig. 11. The low and 
moderate Arsub predictions intersected at a very small value of 
Arsub as shown in Fig. 12. The acetone data (for all but the 
smallest heaters) failed to deviate from the low Arsub predic
tion until they reached the high A7"sub limit. 

The resulting boundary between the moderate and high sub
cooling regions is clearly defined by the single intersection be
tween equations (25) and (34). When equations (21) and (25) 
intersect, the left-hand point of intersection does not locate 
the transition between the regions of low and moderate sub
cooling and we have no situation in which the right hand in
tersection occurs in the range of interest. All cases of transi
tion from low to moderate ATsub behavior occurred at a seem
ingly arbitrary point. 

Comparison of the Present Correlations With Literature 
Data. Certain of the existing data sets are incompletely 
reported, and many of the other sets reflect system variables 
that are inconsistent with the present models. Our models ap
ply only to pool boiling on "large" isothermal cylinders. 

All three of our correlation equations are restricted to burn
out on cylinders for which R' is greater than about 0.1. It was 
demonstrated by Bakhru and Lienhard (1972) that the 
hydrodynamic burnout processes are completely destroyed as 
R' falls below 0.1, because capillary forces then dominate the 
vapor escape. Many of the extant data lie in this range, and 
none of them can be compared with our correlations. 

Some of the extant data for <7max?sub were obtained by keep
ing the liquid subcooled with a superposed liquid flow across 
the cylinder. Subsequent studies of flow boiling burnout have 
shown that such data were, in fact, strongly influenced by the 
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Fig. 12 Comparison of the data with the three predictions for acetone 
boiling on 1.3-mm-dia cylinders 

superposed flow, and cannot be compared with a pool boiling 
correlation. 

Finally, our moderate and high subcooling correlations are 
based on a uniform-wall-temperature assumption. Several of 
the extant <7maXiSUb data were obtained on thin-walled, high-
thermal-resistance tubes (Ivey and Morris used such heaters). 

Therefore, the only significant surviving data set that we are 
aware of, with which we can compare our results, are the Ivey 
and Morris data for water in the region of low subcooling. The 
line through the center of these data is shown in Fig. 8. (The 
scatter of these data about the line shown is approximately the 
same as ours.) 

This ex post facto comparison is almost perfect despite the 
fact that it involves a liquid - water - not involved in the 
present correlation. This data set extends to a subcooling of 
70 °C and it compares well with equation (21) over the entire 
range. Furthermore, Ivey and Morris' photographs show that 
the jets-and-columns structure is more or less preserved at 
least to Arsub = 610C. 

At high subcooling, the Ivey-Morris data substantially ex
ceed the limit set by equation (34). Since their experiments in
volved a constant wall heat flux, they probably caused boiling 
contact to be maintained over the entire cylinder surface. In 
our experiments, contact is probably localized at the bottom 
of the heater. 

A Note on the Function: <7max,sul)(Arsub). For many years 
the common wisdom has been that <7maXiSUb varies directly as 
Arsub. This linearity has been roughly borne out by existing 
data sets and models. The present study shows that 

• The relation is linear in the region of low subcooling. 
• <7max,sub varies approximately as (ATsub)

}/s in the region of 
moderate subcooling except as it is modified by the strong 
temperature dependence of the thermal properties. 

8 In the region of high subcooling, #maX|SUb shows no 
dependence on ATsvb except for a small influence of physical 
property variations. 

The previous experimental studies could not reveal these lat
ter two regimes because, without a large number of data, tight 
control of all variables, and a wide range of ATsub they simply 
were not evident. Kutateladze, for example, failed to 
discriminate influences of heater size, or even to report 
diameters. His data might actually have reached into the high 
subcooling region, but not far enough to make the actual 
trend apparent. 

Conclusions and Open Issues 

1 We have obtained what we believe to be the most com
prehensive set of subcooled <?max data yet developed, and they 
reveal that there are three regions of subcooled burnout 
behavior. 

Journal of Heat Transfer MAY 1988, Vol. 110/485 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 In the region of lowest subcooling, burnout occurs as a 
consequence of the conventional hydrodynamic instability, 
but gmaXiSUb is augmented by the extra vapor that must be 
generated to satisfy condensation on the jet walls. Equation 
(21), based on this model, represents the data within an rms er
ror of 5.85 percent. 

3 In the region of moderate subcooling, burnout occurs 
when the nucleate boiling process supplies heat to the 
saturated outer edge of the bubble layer faster than natural 
convection can remove it. Equation (25), based on this model, 
represents the data within an rms error of 7.02 percent. 

4 In the region of high subcooling, burnout occurs when 
the nucleate boiling process itself is limited by molecular effu
sion and fails to provide energy as rapidly as it can be removed 
by natural convection. Equation (34), based on this model, 
represents the data with an rms error of 6.82 percent. 

5 Each correlation represents the data within about twice 
the probable error estimate. All are restricted to R' >0.1 and 
the moderate and high subcooling correlations are applicable 
only to isothermal cylinders. 

6 Additional experiments aimed at diagnosing com
ponents of the present models are needed. This is particularly 
true of the convective or "moderately subcooled" region. 

7 The most serious unresolved issue in this study is that of 
specifying, a priori, which region is appropriate for a given 
ATsub in a given liquid and on a heater of a given size. 

8 Subcooled burnout on uniform-wall-heat-flux cylinders 
should be studied both experimentally and analytically. 
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Heat Transfer Behavior of a 
Rectangular Thermosyphon Loop 
The thermal performance of a rectangular thermosyphon loop was studied. The 
analysis, using a one-dimensional approximation, the conventional friction factor, 
and an empirical correlation for the overall heat transfer in the cooler, was shown to 
be able to predict accurately the loop performance at steady state or approaching 
steady state, if the effective length was used to replace the geometric length in the 
calculation of loop friction. The steady-state natural circulation flow solution ob
tained was shown to be a function of a dimensionless group PY or (NuGr/Pr) Y 
and agrees very well with the experimental results. 

Introduction 

The performance of natural circulation loops or ther
mosyphon loops has been extensively studied because its 
understanding is very important in the design of solar ther
mosyphon collectors, reactor emergency cooling systems, and 
other industrial equipment. 

Theoretical analysis of the loop performance is very com
plicated due to the coupling between the momentum and 
energy transport. It has been argued that the disagreement be
tween analyses and experiments arises mainly from the adop
tion of the conventional friction factor correlation (Creveling 
et al., 1975; Bau and Torrance, 1981a), one-dimensional ap
proximation (Mertol et al., 1982; Zvirin et al., 1981) and con-
vective heat transfer correlations (Bau and Torrance, 1981a; 
Zvirin et al., 1981) in the analysis. Recent studies were thus 
centered around these topics. 

For the sake of simplification, the loops studied were always 
in some simple configuration such as two vertical branches 
with a point heat source at the bottom and a point heat sink at 
the top (Keller, 1966; Welander, 1967; Zvirin and Greif, 
1979), circular toroidal loop heated uniformly over the lower 
half and cooled over the upper half through a constant wall 
temperature or an annular heat exchanger (Creveling et al., 
1975; Damerell and Schoenhals, 1979; Greif et al., 1979; Mer
tol et al., 1981; Mertol et al., 1983; Mertol and Greif, 1982; 
Lavine et al., 1986), U-shaped open loops heated symmetrical
ly or asymmetrically (Torrance, 1979; Bau and Torrance, 
1981a; Bau and Torrance, 1981b), closed loops with heating 
leg and cooling jacket (Zvirin et al., 1981; Zvirin and 
Rabinoviz, 1982), or a rectangular thermosyphon loop with 
heating in the bottom horizontal part by a uniform-
temperature heat source and cooling in the top horizontal part 
by a uniform-temperature heat sink (Chen, 1985). 

It can be seen from these investigations that the perfor
mance of the loop varies extensively from one loop geometry 
to another and with different operating conditions. In addi
tion, it has been frequently stated that the friction factor as 
well as the convective heat transfer correlations in a natural 
circulation loop are different from the conventional ones for 
straight pipes, and a modification based on the experimental 
data is thus needed such that the one-dimensional approxima
tion can be valid (Creveling et al., 1975; Bau and Torrance, 
1981a, Zvirin et al., 1981). This was ascribed to the 
multidimensional or secondary flow effect and natural con
vection, which were analytically verified recently by Lavine et 
al. (1986) using a three-dimensional analysis. 

In general, the overall loop friction comes from two 
sources: first, the wall friction within the straight pipe sec-

Contributed by the Heat Transfer Division for publication in JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
15, 1986. Keywords: Heat Pipes and Thermosyphons, Modeling and Scaling. 

tions, and second, the eddy or form losses due to the bends, 
fittings in the loop, or loop curvature. Multidimensional ef
fects near the curved part of the loop may be propagated and 
enhanced and affect the loop friction as the ratio of diameter 
to length (D/L) becomes larger or the radius of curvature of 
the loop is small. Thus, the conventional friction factor cor
relation for one-dimensional straight pipe flow needs to be 
modified if it is to be applied to a curved loop. Modification to 
the convective heat transfer correlations in the loop is required 
as well because the combined natural and forced-convection 
effect is involved. 

In the present paper, a rectangular loop, which can closely 
emulate a solar thermosyphon collector or a reactor core cool
ing system, was studied. The loop consists of a partly heated 
vertical leg at one side and a partly cooled vertical leg at the 
other side. The heating is furnished directly by a constant and 
uniform heat flux in the heater section, which can be provided 
by some means such as a solar collector or a nuclear core in 
practice. The cooling is provided with a cooling jacket with 
coolant flow to remove heat from the loop (see Fig. 1). For 
this rectangular loop, the secondary flow effect is probably 
small and an analysis was performed in the present study using 
the one-dimensional approximation and the conventional fric
tion factor for a straight pipe. Measurements of the 
temperature distribution along the loop in an experimental 
loop were then made during the transient and steady states and 
were compared with the analysis. 

One-Dimensional Analysis 

As shown in Fig. 1, it is assumed that a constant and 
uniform heat flux q is supplied in the heater section, while heat 
is removed from the loop in the cooler section. 

To facilitate the analysis, viscous dissipation, axial conduc
tion, and heat loss from the loop to the ambient were 
neglected. The one-dimensional approximation and constant 
properties (except for the use of Boussinesq approximation for 
the density) were used. It was further assumed that the cooler 
is composed of a heat exchanger with coolant flow in the up
ward direction (see Fig. 1) and the heater and the cooler are all 
well insulated so that there is no heat loss to the ambient. 

Since the coolant flow rate in the cooler is usually very high 
in practice, it can be assumed that the temperature of the 
coolant varies linearly along the flow direction. It was further 
assumed that the heat transfer direction inside the cooler is 
from the loop fluid having a mean temperature T to the 
coolant flow having a mean temperature fc. 

In practice, the wall shear force may be greater than in a 
straight pipe, due to eddy or form losses in fittings, valves, 
and curved parts of the loop. To account for this, an "effec
tive length" Lec was used, which is the sum of the geometric 
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By solving equation (2) with vanishing time derivative 

terms, a steady-state linear temperature solution is obtained in 
the heater 
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va(D/L)' 
0<x<Lh/L (8) 

Similarly, solution of equation (3) yields an exponential 
distribution in the cooler section 

r - 4 sr i 
Fig. 1 Schematic diagram of a thermosyphon loop 6SS = (diss — 6CSS) exp (x —1/2) 
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length of the loop L and the "equivalent length" Le responsi
ble for the loop friction other than the straight-pipe shear fric
tion TW, i.e., Lec = L + Le. Therefore, when taking the integral 
of the momentum equation around the loop, the shear force 
term should be taken along the effective length Lec. 

Applying a momentum and energy balance to the loop and 
the cooler and noting that the shear force relation TW = f 
PrV2, the nondimensional differential equations are obtained 
(see Nomenclature) 

(D/L) 

for l/2<x<l/2 + Lc/L (9) 

dv 
• + 4 (Lec/D) f v2 = St* 6dxe. -es 

30 86 
+v 

dr dx 

4 St* 

D/L 

4 St* 

0<x< LJL 

(0-0c), 
D/L \/2<x<\/2 + Lc/L 

0, otherwise 

(1) 

(2) 

(3) 

(4) 

Equation (4) gives a uniform temperature solution for the in
sulated parts of the loop, i.e., 8lss = 64ss and 0 ^ = diss (see 
Fig. 1). Here, a characteristic temperature difference of the 
loop can be defined and determined from equation (8) 

A0ra = diss ~ &4ss — ®2ss ~8lss 

4St* {LJL) 
= —-—— (10) 

VssiD/L) ( ' 

The temperature distributions solved previously can then be 
substituted into the integral term of the momentum equation 
(1), to yield 

(Lec/L) D/L L„ 

(Lh/L)St' 4St* L 

{Lc/L) H 

r 4 ( W t * i 
PL <D/L)va J 

2L 
(11) 

N o m e n c l a t u r e 

D 
= specific heat, kJ/kg°C 
= inside diameter of the loop, 

Dy = 

es = 
ez = 

Gr = 

Gr, = 

H 
h 

inner diameter of cooling 
jacket, m 
unit vector in the s direction 
unit vector in the upward 
direction 
Grashof number defined in 
heater = D3p?g0 (TW 

-Tb)/n
2 

Grashof number defined in 
cooler = D V « 8 (Tbc 
-Twc)/p} 
acceleration of gravity 
= 9.81 m/s2 

height of the loop, m 
convective heat transfer 
coefficient of loop fluid in 
heater, W/m2°C 

hj = convective heat transfer 
coefficient of loop fluid in 
cooler, W/m2°C 

h0 = convective heat transfer 
coefficient in coolant flow, 
W/m2°C 

k = thermal conductivity of 
loop fluid, W/m°C 

k, = thermal conductivity of 
loop wall, W/m°C 

L = total geometric length of the 
loop, m 

Lc = length of cooler, m 
Lh = length of heater, m 
mc = mass flow rate of coolant, 

kg/s 
Nu = Nusselt number defined in 

heater = hD/k 
Nuc = Nusselt number defined in 

cooler = h;D/k 

Nu = overall Nusselt number 
defined for cooler = UD/k 

P = dimensionless parameter 
defined in equation (15) 

Pr = Prandtl number of loop 
fluid = fiCp/k 

Q = total heating rate in heater, 
W 

Qc = total cooling rate in cooler, 
W 

q = heat flux per unit heated 
area in heater, W/m2 

Re = Reynolds number of cir
culating flow = prDV/fi 

St* = Stanton number defined in 
equation (6) 

5 = spatial coordinate running 
around the loop, m 

T = fluid temperature, °C 
AT = temperature drop of loop 
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Solving the above algebraic equation, the circulating veloci
ty of the thermosyphon loop at steady state can be obtained. 
An approximate equation of the steady-state circulating 
velocity similar to equation (11), however, can be found by 
assuming a linear temperature distribution in the loop fluid 
through the cooler. This is a reasonable approximation in 
many cases (although not during the startup period). In this 
case, equations (l)-(5) can be easily solved for steady-state 
conditions to yield 

S t " ( A Z / W Z ) 
f(Lec/L) 

where AZ = H—(Lh + Lc)/2, which is the relative height be
tween the cooler and the heater. 

Here, a conventional correlation for frictional factor at 
steady state is used, which is in the f o r m / = a/Re^, where 
Ress is the Reynolds number defined at steady state, i.e., ReOT 

= prDVss/fi, and a and b are equal to 0.03955 and 0.25, 
respectively, for turbulent flow, and 8 and 1, respectively, for 
laminar flow (Fox and McDonald, 1978). Substituting this in
to equation (12), it can be shown that in the following rela
tions, the characteristic parameter PY is obtained. For 
laminar flow 

Rera = (Py/8)» 

For turbulent flow 

(13) 

(14) ReCT = (PK/0.03955)4/n 

where P is a dimensionless parameter related to the heating 
rate q, which is defined as 

pfefi&q 
P=-

P3CP 

Y is a geometric dimensionless parameter defined as 

(AZ/L)(Lh/L) 
Y=-

{D/L)(Lec/L) 

(15) 

(16) 

It is shown from equations (13) and (14) that the dimen
sionless group PY determines the steady-state natural circula
tion flow. Similarly, combining equations (13) and (14) with 
(10) and (12) and noting that St* = {\/P){D/L) ( N u / P r ) 3 , 
where Nu is the cooler overall Nusselt number defined as 
UD/k, the characteristic temperature difference of the loop is 
obtained: 

For laminar flow: 

For turbulent flow: 

A0„=-

4(Nu/Pr)(LA/L) 

(PY/$)U1{D/L) 

4(Nu/Pr)(L;,/L) 

(PF/0.03955)4/11(£>/L) 

(17) 

(18) 

It should be noted here that the use of equation (12) in arriv
ing at equations (17) and (18) implies that the temperature 
distribution of the loop fluid in the cooler is assumed to be 
linear. It is shown from equations (17) and (18) that the 
dimensionless parameters PY, Nu/Pr, Lh/L, and D/L deter
mine the steady-state temperature distribution. 

For laminar flow, equations (13) and (17) show that the 
steady-state flow of the loop, Vss, is proportional to the 1/2 
power of the heating rate q and relative height AZ. The steady-
state temperature difference of the loop ATSS (=T3ss 

— T^ = T^j - Tlss = qA8ss/U) is proportional to the 1/2 power 
of the heating rate q and the effective length Lec, but inversely 
proportional to the 1/2 power of the relative height AZ, This 
conclusion coincides with that of Zvirin et al. (1981) and 
Uhlemann and Bansal (1985). 

For turbulent flow, equation (14) shows that the steady-
state flow Vss i

s proportional to the 4/11 power of q and AZ. 
The steady-state temperature difference ATSS is proportional 
to the 4/11 power of Lec, but inversely proportional to the 
7/11 power of q and the 4/11 power of AZ, as shown by equa
tion (18). 

Experimental Investigation 

1 Experimental Setup. In the present study, an experimen
tal loop was constructed and measurements were made to 
study the steady and transient natural circulation phenomena 
and determine the overall heat transfer coefficient U in the 
cooler that is to be used in the analysis. 

The heating of the loop is provided directly by a constant 
and uniform heat flux by an evenly wound electrical heating 
ribbon attached tightly on the heater surface. The cooling is 
provided by the cooling jacket using water as the coolant to 
remove heat from the loop. The vertical cooler of the loop was 

T„ 

Tbc 

T 
1 w 

T 

T 

T 
1 c 

T • 

T 

t 

fluid in cooler = T3 — T4 

°C 
= bulk temperature of loop 

fluid in neater, °C 
= bulk temperature of loop 

fluid in cooler, °C 
= loop wall temperature in 

heater, °C 
= loop wall temperature in 

cooler, °C 
= mean fluid temperature in 

cooler = (T3 + T4)/2, °C 
= mean coolant temperature 

in cooler 
= (TCtl + TCi0)/2,'C 

= inlet temperature of 
coolant, °C 

= outlet temperature of 
coolant, °C 

= time, s 

U = overall heat transfer coeffi
cient of cooler, W/m2°C 

V = fluid velocity, m/s 
Vr = reference velocity defined in 

equation (7), m/s 
v = dimensionless velocity 

s-V/V, 
x = dimensionless spatial coor

dinate running around the 
loop = s/L 

Y = dimensionless parameter 
defined in equation (16) 

AZ = relative height between 
heater and cooler = H 
- (Lh+Lc)/2 

fi = thermal expansion coeffi
cient, " C - 1 

6 = dimensionless temperature 
of loop fluid 
- (T-Tr)/(q/U) 

0c,/ = 
6 = 

0c = 

/* = 

p = 
a = 

T = 

Subscripts 

c = 
r = 

ss = 
ssi = 

~{.TCJ-Tr)/{q/U) 
dimensionless mean loop 
fluid temperature in cooler 
= (T-Tr)/(q/U) 
dimensionless mean 
temperature of coolant 
- (fc-T,)/(q/U) 
viscosity of loop fluid, 
kg/m s 
density, kg/m3 

a parameter used in equa
tion (5) = TrDLcU/2mcCp 

dimensionless time = Vrt/L 

coolant fluid; cooler 
reference state 
steady state 
steady state property at 
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Fig. 3 Measurements of steady-state natural circulation flow 

The loop friction as well as loop circulation rate could be 
varied by adjusting a gate valve installed in the loop to pro
duce three effective lengths, Lec = 12.1, 24.6, and 37.0 m, 
which were estimated from conventional piping equations and 
referred to as low, medium, and high loop frictions, respec
tively. This estimation is believed to have an uncertainty of ± 
10 percent. The total heating rate in the heater was adjusted 
from 225 to 1400 W and this made most of the circulating 
flows laminar in the experiments. Experiments at higher 
heating rate (> 1600 W) will easily cause vaporization in the 
loop and thus were not performed. The present experiment 
was run for three coolant flowrates: 10, 20, and 29 liter/min, 
which are in the turbulent flow regime with Reynolds numbers 
ranging from 2400 to 7000. 

designed as a double-pipe heat exchanger consisting of an an
nular stainless-steel jacket with coolant flowing in the upward 
direction, as schematically shown in Fig. 2. 

The loop was made of stainless steel in a rectangular shape 
with a 2.8-cm inside diameter and a height of 150 cm. The 
lengths of the cooling tube Lc and the heating section Lh are 
48 and 60 cm, respectively, and the total loop length is 450 cm 
with L/D = 160.7. The relative height between the cooler and 
the heater measured from their centers, AZ, is 96 cm. 

Water was the loop fluid. The electrical heat was supplied to 
the heater through a variable transformer (range: 0-1500 W) 
and was measured by a wattmeter. To reduce the heat loss to 
the ambient, the heater was insulated by 5-cm-thick calcium 
silicate. To prevent heat loss, fiberglass insulation was in
stalled over the outside surface of the cooler and the con
necting pipes. The total heat loss was found to be approx
imately 10 percent of the total heat input, which was deter
mined by measuring the heat input power in the heater and the 
cooling rate in the cooler. 

To measure the temperature distribution, 14 T-type ther
mocouples were installed along the centerline of the loop (Fig. 
2) and were recorded by a HP-3054DL data logger with uncer
tainties of ± 0.6°C. To determine the total cooling rate in the 
cooler, Qc, the coolant mass flow rate was measured by a 
rotameter with an uncertainty of ±0.003 kg/s. To overcome 
the difficulty in measuring the small temperature difference of 
the coolant flow across the cooling jacket, a HP 2804 quartz 
thermometer that gives an uncertainty of ± 0.001 °C in a 
direct measurement of temperature difference was used to 
measure the coolant temperature drop across the cooling 
jacket so that the total cooling rate Qc could be accurately 
determined to within ± 5 percent error. 

2 Measurement of Steady-State Natural Circulation Flow. 
The natural circulation flow at steady state ReM can be found 
by measuring the total cooling rate Qc and the temperature 
drop of loop fluid in the cooler ATSS (=T3ss-T4ss) and the 
following equation derived from an energy balance of the 
cooler: 

Re =- 4Qc 
irD,xCpATss 

(19) 

The parameter P appearing in equations (13) and (14) can be 
experimentally determined by measuring the heating flux q in 
the heater and using equation (15). The experimental data can 
then be presented in terms of PY and ReM so that a com
parison with the theoretical analysis can be made. It should be 
noted here that the cooling rate Qc measured in the cooler was 
about 10 percent less than the total heating rate Qh measured 
in the heater due to the heat loss from the loop. Therefore, the 
experimental data of ReJS were probably underestimated by an 
amount of less than 10 percent relative to the measurements of 
P, say, a fewer precent. Nevertheless, it is seen from Fig. 3 
that the theoretical prediction for the steady-state natural cir
culation flow, using the present one-dimensional approxima
tion, equation (13), is very accurate indeed. This indicates that 
one-dimensional analysis is appropriate for a rectangular ther-
mosyphon loop in which the effect of secondary motion is 
negligible for small D/L, as used in the present experiment. 

It is worthwhile noting that the parameter P defined in 
equation (15) can be written in terms of the Nusselt number of 
the heater and the Grashof and Prandtl numbers (Gr and Pr) 

P = NuGr/Pr (20) 
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In this case, equations (13) and (14) can be treated as a 
theoretical convective heat transfer correlation for the rec
tangular thermosyphon loop and can be converted into the 
form 

f 8 Rejj, for laminar flow 
(NuGr/Pr)F = 1 (21) 

L0.03955 Re]s
1/4 for turbulent flow 

It can be seen, from this relation, that the convective heat 
transfer correlation in a natural circulation loop is character
ized by the dimensionless group (NuGr/Pr)yin which the ef
fective length Lec and other geometric lengths of the loop are 
included in Y. 

It is very interesting that equation (21) is identical with the 
correlation derived theoretically by Holman and Boggs (1960) 
except the total geometric length of the loop is replaced by the 
effective length Lec in the present correlation. Holman and 
Boggs derived their correlation using a simple momentum and 
energy balance for single-phase flow in a natural circulation 
loop. This correlation had already been justified by ex
periments using Freon-12 as the loop fluid. 

Holman and Boggs' experimental loop had large curvatures 
at the top and the loop corners. The form loss of the loop was 
thus probably small as compared with that of the present loop 
so that the effective length can be approximated by the total 
geometric length, i.e., Lec ~ L. This may explain why the ef
fect of form losses in the loop friction was not observed in 
their experiments. 

By equation (21), the experimental result of the present 
study shown in Fig. 3 is equivalent to a convection correlation 
for a heated upward flow in a natural circulation loop. 

3 Determination of Overall Coefficient U. The overall 
heat transfer coefficient of the cooler U can be computed by 
the relation, according to the definition Qc= UirDLc 

(f-Tc) 

1 
U= (22) 

1 D\n{D{/D) 1 D 

Ti+ Tic, +~fc7 A~ 
To reduce the uncertainties in the calculation of /J, and h0, an 
empirical correlation for U was derived in the present study. 
Here, Qc, f, and Tc were directly measured in the experiment 
and U was computed by the relation U= Qc/irDLc (f— Tc). 

For the laminar circulating flows as in the present ex
periments, it can be assumed that the thermal resistance due to 
the loop wall is relatively small as compared with the convec
tive resistances and is thus negligible. Therefore, the correla
tion Nu = / (Re s s , Rec) = f(PY, Rec) can be used, where the 
last equality is based on equations (20) and (21), Nu = UD/k, 
and Rec is the Reynolds number of the coolant flow. 

It was found from the experiment (Fig. 4) that for the loop 
tested at steady state 

Nu = cEd, for 2400 < Rec < 7000 (23) 

where £ = 7 . 0 PY; c = 2.357 x 1010 Re" 3 - 2 6 3 +0.501; 
d = 0.159+1.74 x 1 0 - 5 R e c - 1 . 1 6 x 10~9 Re2. This correla
tion was then used in the numerical analysis of the loop per
formance later on. 

4 Loop Performance Measurements. The steady-state per
formance was measured using the experimental loop. Figure 5 
shows that the measured temperature differences ATSS 

( = Tiss — T4ss) are in good agreement with the analysis and 
vary with the 1/2 power of the heating rate as expected from 
equation (17). (This is because all the experiments are in the 
laminar regime.) The larger errors for the case of high loop 
friction are probably due to the uncertainties in estimating the 
effective length. 

Nu 

-

-

= C E d 

C = 2.357x10'° R e c ~ " " •0.501 

d= 0.159. 1,74x10_!Rec -1.16 x 10~'Rec 

^ C 

d 

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 

Rec 

Fig. 4 Coefficients c and d for overall heat transfer in the cooler 

EXPERIMENTAL 

Fig. 5 Steady-state results 

For the transient performance, solving equations (l)-(5) 
numerically with the initial conditions of rest states can give 
transient-state solutions. The solution procedure is difficult 
partly due to the coupling between the equations, but mainly 
due to the nonlinear properties of the time-variant frictional 
factor / and the time-variant overall heat transfer coefficient 
U, which are complex functions of the instantaneous cir
culating velocity. 

For simplification, it was assumed that the time variation of 
the circulating velocity is very slow so that a quasi-steady ap
proximation holds. Hence, the frictional factor can be 
calculated by using the Fanning friction factor. In addition, 
the overall heat transfer coefficient U in the cooler was as
sumed to be time-invariant and the value at steady-state was 
used. The numerical solutions with constant coefficients were 
then carried out using 90 fixed grids along the loop. The 
analytical solutions as well as the transient measurements are 
presented in Figs. 6-11. 

It is interesting to note that the analytical results coincide 
fairly well with the measurements of temperature distribution 
after 6 min from startup (see Figs. 6 and 9). The inaccurate 
analysis during the starting periods is mainly due to the time 
delay of the heating process in the heater. Usually it took 
several minutes for heat transfer from the electric heater to the 
loop fluid to reach steady heating during the experiments. This 
apparently violates the initial and boundary conditions of the 
governing equations and may cause serious errors during 
startup. Another possible factor causing this error is the time-
variant nature of the combined convection and overall heat 
transfer coefficients in the cooler in the transient process. 
Recall that a constant value at steady state was used as an ap
proximation. This approximation holds soon after startup, 
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since the circulating velocity reaches about 80 percent of the 
steady-state value in 5 min from startup (see Figs. 8 and 11). 

It also can be seen from Figs. 7 and 10 that very good agree
ment between analysis and experiments at steady state can be 
obtained for the temperature differences AT(= T3 - T4), with 
the largest error occurring for the high friction case. 

It can be seen from the analysis that oscillations in 
temperature and velocity occur during the starting period as 
shown in Figs. 7, 8, 10, and 11. This oscillation phenomenon 
is similar to that of a damped spring-mass system. In fact, the 
high inertia force induced by heating and cooling during the 
startup is always retarded by the loop friction induced by flow 

n 
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circulation; therefore a velocity as well as a temperature 
oscillation takes place. This oscillation will finally be damped 
out and a steady-state performance will be achieved, if the 
loop is stable. If the loop is unstable or oscillatory, the oscilla
tion will be aggravated or continued forever. This is referred 
to as instability and is not studied here. 

Since it was very difficult to control the boundary and initial 
conditions of the experiments to those required in the analysis, 
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Fig. 12 Oscillation phenomenon of thermosyphon loop during startup 

the oscillation phenomenon cannot be directly observed from 
the transient data presented in Figs. 6 and 9. However, if a 
step change is suddenly applied to the loop, which is operating 
at a steady state, the oscillatory phenomena can be observed. 
A particular experiment was thus purposely conducted in the 
present study to see this oscillatory phenomenon. 

Since the HP 3497 data logger used in the previous ex
periments cannot read the temperatures continuously, the 
temperature difference AT was directly measured by a pair of 
T-type thermocouples and recorded by a continuous recorder. 
It can be seen from Fig. 12 that the temperature drop AT 
across the cooler starts to oscillate as the loop friction or the 
effective length Lec was suddenly reduced by quickly opening 
the gate valve in the loop at time zero. (This corresponds to a 
sudden increase of Y.) A time delay of about 0.8 min was first 
observed, which was apparently due to propagation of the 
temperature signal from the heater to the cooler. 

It seems that the first period of the oscillation was distorted. 
This probably resulted from flow transition since the flow is 
finally in transition regime (with Reynolds number around 
2000), as can be seen from Fig. 3 or equation (14). No 
analytical results, however, can be used to compare with these 
experimental data during transient period since the transient 
analysis in the present study was performed with initial state 
of zero motion only. 

Finally, it should be emphasized here that all the transient 
processes discussed above finally approach stable flows. This 
is due to the fact that, for all the given operating conditions, 
the disturbance will be damped out and a stable and steady 
flow will finally occur. Although unstable flow may occur 
under certain circumstances, the present study has shown that 
the one-dimensional analysis always guarantees accurate 
results as the flow reaches or approaches steady state. 

Conclusions 

The thermal performance of a rectangular thermosyphon 
loop was studied using a one-dimensional approximation and 
the conventional friction factor correlation. However, the ef
fective length was used to replace the geometric length in the 
calculation of loop friction in order to account for the form 
frictional loss of the loop. A correlation for the overall heat 
transfer in the cooler was experimentally determined and used 
in the analysis. The solution for steady-state natural circula
tion flow found in the present study is shown to be a function 
of a dimensionless group PY or (NuGr/Pr)Y and agrees very 
well with the experimental results. The comparison of the ex
perimental measurements of steady-state temperature dif

ferences and transient temperature distributions with the 
analysis has shown that the present analysis can accurately 
predict the loop performance at steady state or approaching 
steady state. The effect of secondary motion in the loop ap
pears to be negligible for the present experimental loop, which 
has a low D/L ratio (1/160.7). An oscillatory phenomenon of 
the loop performance in a step response, which is qualitatively 
consistent with the transient analysis, was also experimentally 
observed in the present study. More research on the effect of 
D/L as well as the oscillation phenomena during transient 
periods is still needed in order to understand further the 
limitations of the one-dimensional approximation and the in
stability of the loop. 
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An Investigation of the 
Propagation of Pressure 
Perturbations in Bubbly Air/Water 
Flows 
Dispersion and attenuation was measured for standing waves in a vertical waveguide 
filled with a bubbly air/water mixture. The propagation speed of pressure pulses 
was also measured. The data were compared with a two-fluid model for a range of 
values of the virtual volume coefficient, CVM. The experimentally determined CVM 

was found to be a function of global void fraction (<a>). Moreover it was noted 
that this CVM was less strongly related to void fraction than those proposed by Zuber 
(1964) and Van Wijngaarden (1976). 

Introduction 

The virtual volume coefficient CVM is important in the 
proper representation of interfacial momentum transfer in a 
two-fluid model of two-phase flow (Drew et al., 1979). The 
functional relationship of the virtual volume coefficient to 
other pertinent flow characteristics such as global void frac
tion <a> and phase distribution has been the subject of prior 
research. Zuber (1964) and Van Wijngaarden (1976) have pro
posed theoretical models for the dependence of the virtual 
volume coefficient CVM on global void fraction <a> for bub
bly flows: 

'o[' 
l+2<a> 

!-<«> 
(Zuber, 1964) (1) 

(Van Wijngaarden, 1976) (2) 

where CVM =0.5, for a spherical bubble. Previous data in
dicated that the virtual volume coefficient increases with void 
fraction (Mokeyev, 1964; Henry et al., 1971; Chernyy et al., 
1979; Kuo, 1979), which is consistent with the behavior of 
these models. A set of more definitive data is presented in 
which careful control was exercised over all potentially impor
tant flow characteristics. These data have been used in con
junction with a two-fluid model to establish an empirical rela
tionship between CVM and <a> of the form 

CVM = 0.5[l + 12<a>2], « a » < 2 0 p e r c e n t (3) 

This relationship predicts a weaker increase in CVM with <a> 
than the theoretical models of equations (1) and (2). 

Two-Fluid Model. A two-fluid model was used to predict 
the measured data. This model was developed for a dispersed 
bubbly air/water flow (Cheng et al., 1983; Ruggles, 1987). 
Models for bubble dynamics, viscous flow effects, and inter
facial heat transfer are included. The interfacial heat transfer 
model of Cheng (1985) implies that the gas phase follows a 
poly tropic process, making a transition from adiabatic to 
isothermal behavior as the excitation frequency decreases. 
This behavior is important to predict properly the sound prop
agation speeds at frequencies far below bubble resonance, 
where these data were taken. The two-fluid model will now be 
summarized. 

The gas continuity equation is 
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da df>i da f du„ dp„~\ 
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where for an ideal gas 
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The liquid continuity equation is 

9« ,. ,T„ dp, dh. 
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and 
0/ = 
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dp, \I>I 
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The gas phase momentum equation is 

[dug duR-\ dp„ 

+ FD+FVM + FR+FB=0 

and the liquid phase momentum equation is 

r du, du,~\ 

dt 
dot 

dz 

dz 
-(P,i ~Pi)-(l ~a)gP, cos 6 

-a[FD+FVM + FR+FB}+Fw = 0 

where 

(4b) 

(4c) 

(Ad) 

(5a) 

(5b) 

FD = the drag force 
FVM £ p,CVMaVM = virtual mass force 
FR = radial reaction force due to bubble radius 

variations 

494 /Vol . 110, MAY 1988 Transactions of the ASME 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The difference between the liquid pressure at the interface/?,., 
and the average liquid pressure p,, can be derived from an in-
viscid flow analysis of the fluid surrounding a pulsating and 
translating bubble as 

( P , - P , ) = P , K ^ ) 

, 3 (D*Rt\ 

2 V Dt ) 
— H " * -«,)2] (6) 

The form of the radial reaction force FR also comes from this 
analysis as 

3 D,Rb 

FR = —CVMp, (ug-u, )-j^~ (7) 

and in this study the virtual mass acceleration aVM was given 
by 

D0u0 D,u, 

Dt Dt 
(8) 

Since the purpose of this study was to investigate the propaga
tion of pressure perturbations in air/water mixtures, the gas 
phase energy equation was not used in its normal form. 
Rather, the problem of the dynamics of an individual gas bub
ble in a liquid medium was solved explicitly to relate the gas 
enthalpy and bubble radius to the liquid pressure and en
thalpy. This analysis results in (Cheng, 1985) 

>D*Rb D\Rb 

Dt2 + 2/3-
Dt -+ «»** + 

Pi 

P,Rb 

= 0 

where 

and 

l = Pvis +PTH + PAC + 

4 = "VIS + 0>TH + "AC + "COM + " k 

(9B) 

(96) 

(9c) 

The terms contributing to the damping coefficient (3, and the 
reasonant frequency u„, are due to liquid viscosity (VIS), in-
terfacial heat transfer (TH), acoustic scattering (AC), liquid 
compressibility (COM), and bullk liquid viscosity (BL), 
respectively. 

Finally, the liquid phase thermal energy equation is given by 

^-ot)p,[-~-+u 
dh. 

dz 

dp, dp, 

~(l"a) VIH + u,~i?\ ~u,Fw ~ {q">/LsA=° 
where l/Ls is the interfacial area density. 

Equations (3)-(10) can be written in matrix form as 

d\l/ dn 

where 

= dt = dz 

DgRb 
\P=\a,p„ ug, u„ h,,Rb 

Dt 

(10) 

(11) 

(12) 

Equation (11) was perturbed as follows: 

iAo + 5 A ] [ - ^ ] + [ B 0 + 5B] 

The steady-state equation describing the unperturbed two-
phase flow is given by 

(13) 

B0 . 
- dz ' = Qo^o 

Assuming that the spatial derivatives of the steady-state solu
tion are of order 8, the linearized equation set describing the 
response of the system to small perturbations is given by 

A d5* 
= °~~dT 

+ B, 
d&± 

~dz 
= C0'5i (15) 

where 

dC, 
Qo = C0 + — - \p0 
— — d\j/ lo _ 

The perturbation of the state variables can be introduced in 
the form 

S\j/ = \j/'e' i(kz-at) (16) 

Combining equations (15) and (16) we obtain the algebraic 
equation 

N o m e n c l a t u r e 

aVM 

B, 

C 2* 

C„ = 

Dt 

virtual mass acceleration 
coefficient of volumetric 
expansion for a liquid 
speed of propagation of 
pressure perturbations in 
a two-phase mixture 
virtual volume 
coefficient 
constant pressure specific 
heat capacity 
constant volume specific 
heat capacity 

material derivative 

a() ^ a() 
=^r+u^-dz-

f = frequency 
F = force 
g = gravitational acceleration 

Hj0 = interfacial heat transfer 
coefficient 

h = 

i = 
k = 

\/Ls = 
P = 

Q» = 

R = 
T = 
t = 
u = 
V = 

z = 
a = 
Pi = 
0 = 
V = 
e = 

x = 

enthalpy 

imaginary number V - 1 
wavenumber 
interfacial area density 
pressure 
interfacial heat transfer 
rate 
radius 
temperature 
time 
velocity 
specific volume 
axial location 
void fraction 
equation (4c) 
equation (9b) 
attenuation coefficient 
angle of inclination of 
flow from vertical, or 
phase angle (equation 
(24)) 
wavelength 

/* = 
P = 

a = 
4>> = 

O) = 

Subscripts 

b = 
20 = 

8 = 
i = 
I = 
0 = 
P = 

VM = 

Symbols 

(") = 
< > = 

«( ) = 
(V = 

dynamic viscosity 
density 
surface tension 
equation (Ad) 
angular frequency 

bubble 
two-phase 
gas 
interfacial 
liquid 
equilibrium value 
pressure 
virtual mass 

effective value 
area averaging over the 
flow area 
perturbation 
transpose of an array 
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lAo( j0[- iM]+Bo(£)[ jA: ] -C^)} ]£ '=O (17) 

Equation (17), in conjunction with the requirement that \j/' be 
finite, implies a dispersion relationship of the form 

det((w/fc)A0- Co-B 0 )=0 (18) 

The dispersion relation gives seven wavenumbers for each 
value of angular frequency w. Five of the seven roots have 
celerities typical of convective velocities of the liquid and 
vapor phase, u, and ug. Unfortunately, the wavelengths 
associated with these roots are too short to allow the two-fluid 
medium to be treated as a continuum when frequencies go 
above 10-20 Hz. Furthermore, four of these roots are highly 
attenuated. The remaining two roots travel at celerities typical 
of the so-called "speed of sound" in the two-phase medium. 
One of these roots has a positive real part (i.e., it travels down
wind, in the positive z direction). The other has a negative real 
part and travels in the negative z direction. These two roots 
have velocities that vary in absolute value by a small amount 
associated with some two-phase convective velocity. The dif
ference between these two roots has been used to predict the 
sonic velocity (c24>): 

ci<\, —~ 

l[«/Re(*)],+ -[«/Re(*)L-| 
(19«) 

and the spatial attenuation coefficient (ij), 
ij = wIm[(co/A;)p]M (195) 

The propagation speeds and attenuation of pressure pertur
bations were measured for standing waves in a bubbly 
air/water flow with the global void fraction <a> varying from 
0.5 percent to 18 percent and the bubble radii, Rb varying 
from 0.5 mm to 2.5 mm. Frequencies were varied from 20 Hz 
to 200 Hz to allow measurement of the dispersion and attenua
tion curves for each flow situation. All standing wave 
measurements were taken with no liquid flow. The standing 
wave dispersion and attenuation data were compared with 
two-fluid model predictions for a range of values of the virtual 
volume coefficient. The value of CVM giving agreement with a 
given data set was then chosen as the appropriate value. 

Propagation speeds were also measured for pressure pulses. 
These measurements were performed for the same flow situa
tions as the standing wave data, with the addition of varying 
the superficial liquid velocity from 0.0 m/s to 1.0 m/s. The 
pressure pulse propagation velocity data was compared with 
the nonlinear two-fluid model given by equation (11). To 
determine the pulse propagation speeds, the eigenvalues of the 
system were determined from (Ruggles et al., 1987) 

det[A-£B] = 0 
where 

ReK,] = \ dt )i 

(20«) 

(206) 

The roots of equation (20a) behave similarly to those of equa
tion (18). However, only the root with the negative real part, 
%p, was used to predict the pulse propagation speeds. The 
pressure data were compared to the two-fluid model using a 
range of values for CVM. The value of CVM producing agree
ment with the data was chosen as the appropriate value for 
that flow situation. 

Standing Wave Measurements 

The apparatus used for the standing wave measurements is 
shown in Fig. 1. The waveguide used to generate the standing 
wave pattern was constructed from 63.5 mm i.d., 76.2 mm 
o.d., stainless steel tube 2 m long. This tube was fitted with 
three side-mounted pressure transducers and a hydrophone 
mounted on a traversing mechanism. Sinusoidal pressure 

(A) TRANSDUCER STATION A 

( D TRANSDUCER STATION B 

© TRANSDUCER STATION C 

© WAVE INLET 

(E) MANOMETER PORTS 

© WAVEGUIDE 

LOWER TANK 

BUBBLE GENERATOR 

© TRAVERSING HYDROPHONE 

X = sin (<jt) 

Fig. 1 Measurement system for sound propagation in a bubbly 
air/water mixture 

oscillations were introduced through a side port, using an elec
tromechanical shaker and piston arrangement. An isolation 
system prevented sound energy from the shaker and piston 
from entering the waveguide walls and disturbing the side-
mounted transducers. An air cushion isolated the entire wave 
guide and lower plenum from laboratory floor vibrations. 

Air bubbles were introduced in the lower plenum using one 
of four banks of hypodermic needles. The bubble radius pro
duced by each needle was inferred through the measurement 
of the volume flow rate through the individual needles and 
measurement of the corresponding bubble departure frequen
cy. Bubble radii were also measured directly using high-speed 
photographic techniques. The distribution of bubble radii was 
measured for several air flow rates for each bank. The values 
of bubble radius for data taken in the region where <a> was 
less than 7 percent were determined as described above. In ad
dition, subsequent experiments were performed using a clear 
acrylic section having quick-closing valves. This section 
replaced the waveguide in the neighborhood of side-mounted 
transducer B. For runs having finite (J,), the global void frac
tion was measured by simultaneously closing the quick-closing 
valves. This avoided errors in trying to infer <a> from 
measurements of the hydrostatic head. High-speed 
photographs of the flow were also taken to allow the bubble 
size distribution to be determined. These observations ac
counted for any bubble coalescence that occurred at the higher 
void fractions. 

The propagation speed is also very sensitive to uncertainties 
in the measured void fraction. This is especially true for void 
fraction less than 3 percent. One of three manometers was 
used to measure the variation in hydrostatic pressure due to 
void fraction. The first of these measured global void fraction 
<a> from 0.000 to 1.000 percent, the second measured <a> 
from 1.00 to 8.00 percent, and the third measured <a> from 
8.0 to 20.0 percent. Three manometers were necessary to pro
vide sufficient range and accuracy in the measurement of void 
fraction. 

The propagation speed and attenuation of the pressure per
turbations associated with standing waves were measured 
using three independent techniques. In the first of these tech
niques the hydrophone was traversed through the wave guide 
while the locations and amplitudes of the pressure nodes and 
antinodes were recorded. The propagation speed and attenua-
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Fig. 2 Propagation speed versus frequency 
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Fig. 3 Propagation speed versus frequency 
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Fig. 4 Propagation speed versus frequency 

tion could then be calculated since the distance between nodes 
is half of the wavelength X. That is 

c2* = X/ (21a) 

' - ( T ) 
4 * ^ . h _ , I f o r i n Q l + Q I - I f r m i n W 

S m 2l8pmax(«+l/2)l 
(21b) 
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Fig. 5 Attenuation versus frequency 
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Fig. 6 Attenuation versus frequency 
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Fig. 7 Attenuation versus frequency 

where n is the node number, counting from the top of the 
waveguide. The frequency / of the standing wave was 
measured using a Tektronix 7854 digital oscilloscope with a 
waveform calculator. 

The second measurement technique used the root-mean-
square pressure amplitude readings, 5pRMS, from the three 
side-mounted transducers to infer the wavelength and attenua
tion of the standing wave. That is, 

SPR - = 2e-"/rcosh2(r,/)-cosh2('--^ A] (22a) 
L4H 

where from Fig. 1 the distance from the free surface is 

l = L-z (22b) 
and A + is the amplitude of the upward traveling wave at 
z=L. 

The third measurement technique involved varying the fre
quency until a pressure node was situated over one of the side-
mounted transducers. This indicated that an integral number 
of half-wavelengths existed between the transducer and the 
bubbly air/water interface with the ambient. The number of 
half-wave lengths was then measured using the traversing 
hydrophone and the propagation speed was calculated using 
equation (21a). These redundant measurement techniques 
were used to assure accuracy of the data and to verify that the 
presence of the traversing hydrophone did not affect the data. 

An error analysis was performed using standard propaga
tion of error techniques. The measurement uncertainties are 
given along with representative standing wave data in Figs. 
2-7. The agreement between the model and the data is seen to 
be excellent. 
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Fig. 9 Pressure pulse propagation speed versus global void fraction 

Pressure Pulse Measurements 

The apparatus used to take the pressure pulse propagation 
speed measurements was identical to that in Fig. 1. The 
pressure pulses were introduced by driving the elec
tromechanical shaker with a square-wave generator. The up
per end of the waveguide was connected to a separation tank 
and the lower plenum was fitted with a metered water flow to 
facilitate variation of the superficial liquid velocity, <y',>. 

A typical pressure pulse is given in Fig. 8 as it appeared at 
the lower transducer station of Fig. 1. It was noted that the 
pressure pulses exhibited some attenuation as they passed the 
upper transducer stations. However, no distortion of pulse 
shape or steepening of the forward edge was observed. 

Pressure pulse speed measurements were made using two in
dependent techniques. The first of these was a time-of-flight 
method. This technique used a Tektronix 7854 digital 
oscilloscope with the peak positive pressure chosen as the 
discrete time feature of each pulse. The second pressure pulse 
speed measurement technique involved taking the slope of the 
phase versus frequency plot from the cross power spectral den
sity (CPSD) function between a lower and upper side-mounted 
transducer set (Bendat, 1971). This slope can be related to the 

propagation speed of a pulse by noting that (Kosaly et al., 
1981) 

8i(z, f) = &i(t-—) (23) 

If we Fourier transform equation (23) to the frequency do
main 

SjKco, z)=e " + I6^(«)l (24) 

where 6 is the phase angle of the frequency component o>. The 
CPSD may be written as 

CSPD(OJ) = 5 (̂w, zOWiu, z2) 
en 

- ( « 2 - * l > , 
— e \8^(o>)\: Zi<Z2 (25) 

This indicates that the phase of the CPSD of a propagation 
perturbation is locally linear with frequency; thus the slope of 
the CPSD phase angle versus frequency plot yields 

Slope =-

In our case, v = c24,,z2=zio 

v rfco 
a n d ? ] = z u p p e r ; 

dd \ - i 

thus we have 

L2<j> = [fewer - Zupper)360 deg] (—jT") (26) 

The CPSDs were calculated using a Hewlett-Packard 3562A 
dynamic signal analyzer. This technique proved a useful in
dependent verification that the time-of-flight method ac
curately indicated the propagation speed. 

The pressure pulse propagation data taken in this study are 
presented in Fig. 9. 

Discussion of Results 

The standing wave dispersion data given in Fig. 2 clearly 
show the strong dependence of the propagation speed of 
pressure perturbations on bubble radius. This effect is due to 
the dependence of the propagation speed on the interfacial 
heat transfer between the two phases. The larger bubbles have 
less interfacial area available for heat transfer and thus exhibit 
a more nearly adiabatic process, and thus a greater celerity. It 
can also be noted that celerity increases with frequency. In
deed, more time exists for heat transfer at the lower frequen
cies, thus promoting a more nearly isothermal process and a 
lower celerity. 

The pulse data given in Fig. 9 illustrate the strong 
dependence in two-phase pulse propagation speed with void 
fraction in the region of low void fraction. The pulse propaga
tion speed data given here are consistent with, but more tightly 
controlled than, those of other researchers (e.g., Hall, 1971). 
Unfortunately, the pulse data still contain too much scatter to 
discern a clear dependence of the pulse propagation speed on 
bubble radius, as predicted by the two-fluid model. 

Figure 10 gives the values of the virtual volume coefficient 
CVM that produced agreement between the predictions of the 
two-fluid model and the data. Uncertainty in the values of 
CVM are due to two sources, the measurement uncertainty in 
the values of sound speed, and the uncertainty in the predicted 
values of sound speed due to uncertainties in the measured 
flow state used as input to the model. Both contributions were 
calculated using standard propagation-of-error techniques. 
Variation in the value of CVM results in a total upward or 
downward shift of the attenuation or sound speed versus fre
quency curve. Thus the shape of the curve is primarily due to 
the heat transfer model, while the position of the curve is 
governed by the selected value of CVM. Significantly, the 
agreement between the measured and predicted values is con-
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Fig. 10 Virtual mass coefficient versus global void fraction 

sistent for all frequencies measured, indicating that the heat 
transfer model is in good order. 

An empirical fit to the predicted values of CVM in Fig. 10 
gives 

CVM = 0.5[l + 12<a>2] «c*>< 20 percent) (25) 

It is interesting to note that the measured variation of the vir
tual volume coefficient with void fraction is significantly less 
than that predicted by the models of Zuber (1964) and Van 
Wijngaarden (1976). The fact that the value of CVMQ was 0.5 
may have caused some of this discrepancy. This choice of 
CVM in equations (1) and (2) is only appropriate for spherical 
bubbles. Bubbles of radius exceeding 1.5 mm were not 
spherical in this experiment. 

Conclusions 

The data presented represent a significant improvement 
over previous experiments where acoustic pressure propaga
tion in bubbly air/water flows was measured (e.g., Hall, 1971; 
Silberman, 1957; Carstensen et al., 1947). The precision of the 
data allows the verification of constitutive laws governing 
both heat and momentum transfer between the phases. 

Significantly, an empirical relationship is developed for the 
virtual volume coefficient CVM, as a function of global void 
fraction <a>. This is a valuable relationship in the modeling of 
flow transients where interfacial momentum transfer effects 
are important. 
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Rapid, Steady-State Measurement 
of the Effective Diffusion 
Coefficient of Gases in Closed-Cell 
Foams 
A rapid steady-state technique was developed to measure the effective permeability 
and diffusion coefficients of closed-cell foam insulation. To test the new technique, 
N2 data were first obtained by the long-term steady-state technique, and then 
reproduced ten times faster by the rapid steady-state technique. By using the new 
technique, reference values of effective diffusion coefficients of N2, 02, and 
Fluorocarbon 11 in closed-cell polyurethane foams were obtained at different 
temperatures. Data for Fluorocarbon 11 were obtained 30 times faster than data 
could be obtained by long-term steady-state tests. 

To estimate when steady-state has been achieved, the transient diffusion equation 
was solved, and the solution was given in the form of a chart. The time needed to 
achieve steady-state mass flux in a foam sample was found to depend strongly on the 
ratio of the partial pressures imposed on the surface of a tested sample. By use of the 
solution, the value of the foam effective diffusion coefficient can be obtained before 
steady-state conditions are achieved within the sample. 

Introduction 
Buildings and appliances are frequently insulated with 

closed-cell foams made of polymers such as polyurethane. 
Closed-cell foams have the lowest conductivity of any insula
tion material currently available, other than vacuum insula
tion systems. 

Heat is transferred through closed-cell foam insulation by 
conduction through the solid polymer making up the cell 
structure, conduction through the gas within the cells, and by 
thermal radiation (Schuetz and Glicksman, 1984). Because of 
the small cell size, there is no convective heat transfer. At least 
50 percent of the total heat is transferred by conduction 
through the gas, so it is advantageous to have a low-
conductivity gas inside of the foam, for example Fluorocar
bon (Rll). The total conductivity of new closed-cell 
polyurethane foam is only 2/3 of the conductivity of stagnant 
air. It is 1/2 the conductivity of glass fiber insulation, allowing 
buildings with conventional construction practices to ap
proach superinsulation values. 

The increase of foam conductivity with age occurs as air 
components diffuse into the foam while Fluorocarbon vapor 
diffuses out. This effect is known as the aging effect. Air com
ponents diffuse much faster than Fluorocarbon vapor, so that 
the aging process can be divided into two stages: the diffusion 
of the air components, which last typically 1 year for a 2.5-cm-
thick unfaced sample, and diffusion of Fluorocarbon 11, 
which lasts approximately 20 times longer. 

The diffusion of the air components into the foam increases 
the foam conductivity by about 60 percent. The diffusion of 
the Fluorocarbon 11 out of the foam increases the conductivi
ty of the foam by another 50 percent of the initial value. 

To quantify the aging rate of closed-cell foam, a test called 
the accelerated aging test is presently performed by industry 
(Federal Register, 1979). A fresh foam sample is kept for 90 to 
180 days at 60°C (140°F). This temperature increases the rate 
of the diffusion process, although the exact increase for dif
ferent gas components is not well known. The overall foam 
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thermal conductivity is measured before and after the ac
celerated aging. Foams having a smaller increase in the ther
mal conductivity in this test are assumed to age more slowly 
over their entire life. The accelerated aging test quantifies the 
foam resistance to aging, and therefore enables industry to 
distinguish foams with good and bad aging properties. Still it 
has several major disadvantages: 

• it does not give any insight into the physics of the aging 
process; 
" it is unclear whether the foams have reached their ultimate 
age values at the end of the accelerated aging test; 
• the increase of the diffusion rate with temperature is dif
ferent for N2, 02 , C02 , and Rll . Consequently, it is difficult 
to relate the aging that occurred during the accelerated test to 
the aging that would occur in different operating conditions. 
Accelerated aging is done at isothermal conditions; in actual 
practice, foams are subjected to temperature gradients; 
9 during accelerated aging tests the composition and the con
ductivity of the gas mixture inside the foam is not known. 
Therefore it is impossible to extrapolate the results of an ac
celerated aging test if the foam has not completely aged; 
9 the test is too lengthy to enable fast feed-back between pro
duction conditions and quality of the foam. 

Because of the above deficiencies of the accelerated aging 
tests, industry at present is not able to determine and 
guarantee the properties of closed-cell foams over their 
lifetime. 

If the effective diffusion coefficients of Fluorocarbon 11 
and air components are determined, they can be used in the 
transient diffusion equation to predict the change of the gas 
composition with time in foams. The gas composition can be 
related to the effective conductivity of the foam. The effective 
foam diffusion coefficient can be measured, or it. can be 
modeled based on knowledge of the foam geometry and 
permeability of the solid polymer cell walls (Ostrogorsky et 
al., 1986). 

The diffusion of gas molecules in a closed-cell foam is 
characterized by conduction (permeation) and storage of gas 
molecules. The ratio of these two transport properties defines 
the third transport property, the foam effective diffusion coef
ficient 
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Tablel Published data on the foam effective diffusion coefficient at 
room temperature 

DENSITY 

„ 3 
Rll 

10"8[cin2/s] 

Reference Test 
Technique* 

33.5 

35.2 

28.5 

35.2 

24.5(MDI) 

25.6(TDI) 

20.7(TDI) 

28.3(MDI) 

30.4(M0I) 

24.9(TDI) 

31.8(HDI) 

29.2(MDI) 

25.2(MD1) 

200.0 

11.2 

4.85 

-
196.2 

147.6 

76.8 

119.0 

193.0 

123.3 

132.0 

118.5 

46.8 

100.0 

6.3 

1.05 

-
-
-
-
-
-
-
-
-

7.6 

3.0 

0.225 

0.013 

0.042 

-
-
-
-
-
-
-
-

.22 to .57 

Ball (1970) 

Norton (1967) 

Brandreth (1980) 

Norton (1982) 

Lee (1983) 

Lee (1983) 

Reitz (1983) 

Reitz (1983) 

Reitz (1983) 

Booth (1985) 

Booth (1985) 

Booth (1985) 

Present work 

5 

2 

1 

4 

3 

3 

3 
3 

3 
3 

3 

3 

6 

* Test Technique: 

1 S to red p lugs o f foam f o r v a r i o u s t imes and measured t r a n s i e n t 
change of gas compos i t i on by gas chromatography 

2 Measured e f f u s i o n f rom the plugs by mass spec t romet ry 

3 P e r m e a b i l i t y c o e f f i c i e n t was measured 

4 Fi1m data and a model 

5 Thermal c o n d u c t i v i t y was measured 

6 P e r m e a b i l i t y c o e f f i c i e n t was measured by r a p i d s t e a d y - s t a t e 
t e c h n i q u e . 

DM = Peat/Sat (1) 

where the effective capacity of the foam to store gas molecules 
per unit of foam volume and unit of gas partial pressure can 
be referred to as the effective solubility coefficient 5ef f. The ef
fective foam permeability coefficient Pee[[ is defined through 
the relationship 

Jm,ss=Pee!((p2-pi)/L (2) 

where p2 and/jj are the partial pressure of the gas imposed on 
the surfaces of a foam slab having thickness L. 

Measurements of mass transport properties are carried out 
by two basic methods (Encylopedia of Polymer Science and 
Technology, 1968): transmission methods and sorption-
desorption methods. In the sorption-desorption methods the 
solubility coefficient is usually obtained from the equilibrium 
sorption value. For example, the change of weight of the sam
ple is often measured. The transient sorption or desorption 
rate gives the diffusion coefficient. 

In the transmission methods a partial pressure gradient is 
applied across the sample. The gradient can be applied with or 
without a total pressure difference across the sample. The 
permeation rate can be measured by different methods, such 
as a volumetric measurement, a pressure measurement, gas 

chromatography, mass spectroscopy or others (Encylopedia 
of Polymer Science and Technology, 1968). From the permea
tion rate, the diffusion coefficient can be computed. 

By volume, the solid occupies only about 2 percent of the 
foam. Because of that, the storage of the gases in the solid can 
be neglected compared to the storage in the cells unless the 
solubility of the gas in the solid is much higher than in the 
voids. It has been shown (Norton, 1967) that more than 98 
percent of air components is stored in the cells (voids), while it 
is uncertain how much of the fluorocarbon can be dissolved in 
the solid. If the solubility of gases in the solid is neglected, the 
foam capacity to store gases (effective solubility coefficent) 
can be accurately computed by making use of the ideal gas law 
(Ostrogorsky et al., 1986). Consequently, one needs to 
measure only one transport property: the foam permeability 
coefficient or the foam diffusion coefficient; the third prop
erty can be computed from equation (1). 

Transient measurements are faster than steady-state 
measurements, which is an advantage since gas diffusion is a 
very slow process. Generally, transient methods are con
sidered to be less accurate. For example, it is more difficult to 
maintain thermal equilibrium during a transient measurement 
then during a steady-state measurement. Transient methods 
have several disadvantages when applied to closed-cell foams: 

* Since only a relatively thin surface layer of foam takes part 
in the transient process, it is unclear how well the continuum 
assumption can be applied to one or two cell layers, and 
8 the surface of a foam sample is usually damaged by cutting 
and has many open cells. The open cells change the solid-to
gas ratio inside the surface layer and increase the sorption-
desorption area. This area is difficult to determine. 

The published data of foam effective diffusion coefficients 
are given in Table 1. Since diffusion is a very slow process, 
most of the data were obtained by a transient or indirect 
measurement. Especially slow is the diffusion of Fluorocar
bon 11 and N2 . The large spread of the data obtained by tran
sient or indirect measurement implies that measurement of the 
diffusion coefficient in closed-cell foams require different, 
more accurate measuring methods than the methods used up 
to present. 

The steady-state permeability measurement requires a linear 
partial pressure profile of a specific gas species under test. The 
time needed to develop the steady-state profile depends on the 
foam diffusion coefficient. 

The data presented later in this paper show that at room 
temperature the time needed to develop a steady-state partial 
pressure profile in a 1-cm-thick foam sample is approximately: 
10 years for R l l , 100 days for N2 , 20 days for 0 2 , and 5 days 
for C 0 2 . 

Up to the present very few data of the foam diffusion coef
ficient have been obtained by permeability measurements 
because of the long time needed to achieve steady state. Reitz 
(1983) obtained permeability data for 0 2 and C 0 2 , while Lee 

N o m e n c l a t u r e 

A 
D 
E 

Fo 
J m 

L 
P 

= area, cm' 
= diffusion coefficient, cm2/s 
= energy of activation, J 
= Fourier number 
= mass flux, cm^TP/cm2-s; 

cm|TP = mass of gas in 1 cm3 

at standard temperature and 
pressure 

= thickness, cm 
= partial pressure of gas 

species, atm 

Pe = permeability coefficient, 
cm|TP/cm-s-atm 

Pe0 = reference value of Pe, 
cmlrp/cm-s-atm 

R = gas constant, J/kg-K 
S = solubility, cmiTP/cm3-atm 
T = temperature, K 
t = time, s 

Subscripts 
eff = effective 

; = 
ss = 

STP = 

t = 
2 = 
1 = 

initial 
steady state 
standard temperature and 
pressure 
transient 
high-pressure side 
low-pressure side 

Superscripts 
* = dimensionless form 
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Fig. 1 Schematic diagram of the apparatus for rapid steady-state 
measurement of the foam effective diffusion coefficient: (1) foam sam
ple; (2) permeability cell; (3) constant temperature bath; (4) pressure 
transducer; (5) high-pressure tank; (6) oil traps; (7) pressure transducer; 
(8) valve; (9) low-pressure tank; (10) valves; (11) valve 

Fig. 2 Apparatus for foam permeability tests: (1) constant temperature 
bath; (2) foam sample; (3) stainless-steel ring; (4) indium gaskets; (5) 0 
ring; (6) valves; (7) pressure transducer; (8) indium O ring; (9) valve 

et al. (1983) and Booth et al. (1985) obtained data for 0 2 , as 
shown in Table 1. The foam permeability data are converted 
to diffusion coefficients by assuming gas is only stored in the 
cell voids and a negligible amount is dissolved in the solid. For 
the slowly diffusing gases, R l l and N2 , foam permeability 
data have not been published up to the present. However, the 
diffusion of Rl 1 and N2 has a major effect on the foam aging 
since concentration of the 0 2 and C0 2 in the foam cells is low. 
The scatter in the data is due in part to the tests on different 
density foams; the primary cause of the scatter is experimental 
uncertainties. 

In the present research, the steady-state permeation rate was 
selected as the most accurate method to measure the foam ef
fective diffusion coefficient. To speed up the data-taking 
process, an innovative method to develop the steady-state pro
file inside foam samples rapidly was developed. The method 
enables faster development of the steady-state partial pressure 
profile by one to two orders of magnitude compared to the 
presently used steady-state methods. 

To avoid the error due to transient diffusion during steady-
state measurements, one needs to know the time needed to 
achieve steady state. For heat transfer steady-state 
measurements, Shirtliffe (1973) has analyzed the needed set
tling time. He computed and plotted the error due to neglect 
of the remaining transient effect. 

In the present research, we have related the transient mass 
flux to the diffusion coefficient without introducing an error 
by using the analytical solution of the transient transfer 

process. The analytical solution contains an infinite series 
while the diffusion coefficient is given implicitly. 

Since a transient measurement is less accurate than a steady-
state measurement, all data reported in the present research 
were obtained by measurement of the steady-state flux, while 
the transient solution was used to estimate the effective diffu
sion coefficient and check whether steady state was achieved. 

Apparatus for Rapid Steady-State Measurement of 
Foam Effective Diffusivity 

The diffusion coefficients of gases in closed-cell 
polyurethane foams are strongly temperature dependent. The 
foam permeability coefficient was found to follow an 
Arrhenius-type equation (Reitz, 1984; Ostrogorsky and 
Glicksman, 1986) 

Pee[f=Pe0exp(-E/RT) (3) 

where Pe0 is a reference value of Pe, R is the gas constant, Tis 
the temperature, and E is the energy of activation. The effec
tive solubility has an inverse linear temperature dependence, 
which comes from the ideal gas law (Ostrogorsky et al., 1986) 

Seff = r S T P / r [cm^T P /cm 3-atm] (4) 

where rSTP is the standard temperature, 298 K. By combining 
equations (1) and (4) one obtains 

Dd( = PeM(T/T^v) (5) 

When the temperature increases by 50°C, from 25 to 75°C, 
the diffusion coefficient of the air components, measured in 
the present study, increases by a factor of approximately 6, 8, 
and 10 for C 0 2 , 0 2 , and N2 , respectively. The present tech
nique makes use of the increase of the diffusion coefficient 
with temperature to shorten the time to achieve steady-state 
conditions. The sample is maintained at high temperature un
til a linear concentration distribution is established across the 
sample. The temperature is then lowered to the test condition 
while maintaining the same concentration gradient. 

The experimental apparatus, which makes use of the high 
value of the diffusion coefficient at elevated temperatures, is 
shown in Fig. 1. The main part of the rapid steady-state ap
paratus consists of the foam permeability cell, Fig. 2, used in 
the long-term steady-state permeability measurements 
(Ostrogorsky et al., 1986). 

The permeation rate is determined by measuring the 
pressure increase in the low-pressure (upper) plenum of the 
permeability cell. The pressure increase was measured by a 
Validyne AP10 absolute pressure transducer and a Validyne 
DP 15 differential pressure transducer. Validyne DP15, used in 
the long-term steady-state measurements, was found to be sen
sitive to barometric pressure changes and was replaced by the 
Validyne AP10 during the rapid steady-state measurements. 
The AP10 transducer features all-welded construction and 
very low internal volume (65 mm3). The pressure range of the 
transducer is 140,000 Pa. The volume change in the upper 
plenum due to diaphragm movement is only 3.6x 10 _ 3 mm3. 
At room temperature and steady-state conditions, only 1 h is 
needed to obtain a pressure increase of N2 at 25°C, sufficient 
to measure accurately the slope of the pressure increase (20 
min are needed at 50 °C). 

The volumetric inflow was related to the pressure increase in 
the upper plenum by the following calibration procedure: The 
gas supply tube line is removed, and valve 9 (in Fig. 2) is 
replaced by a high precision bore, 0.5 mm i.d. capillary tube. 
A slug of isobutyl methyl ketone is next forced into the 
capillary tube by means of a hypodermic needle. As the slug 
length is increased up to 20 cm the pressure change in the 
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plenum is recorded. The slug volume is equal to the volume in
flow into the plenum. Small corrections are needed to account 
for the volume of the capillary tube, which is typically equal to 
several percent of the volume of the upper plenum. 

The whole apparatus shown in Fig. 1 was made out of 
materials used in high vacuum applications, having very low 
vapor pressure and diffusion coefficients much lower than the 
foam De[t. The foam sample, 75 mm in diameter, usually 10 
mm thick, was fixed to a stainless steel mounting ring by DER 
331 epoxy (Allied Resin Corporation), which has very low 
vapor pressure. The mounting ring was sealed to the 
permeability cell with indium gaskets. The connecting tubes 
were welded to the cell from the gas side, to eliminate the sur
face that can trap gas and to aid in cell cleaning. 

To reduce the contamination of the surface in contact with 
gases, the parts of the permeability cell in contact with the gas 
were rinsed with trichloroethylene, acetone, and ethyl alcohol; 
cleaned ultrasonically; and dried in an oven at about 100°C. 

To detect possible leakage paths, and ensure that the 
outgassing is much smaller than the measured permeation 
rate, an impermeable stainless steel plate was used in the cell 
instead of the sample. Special care was devoted to ensure that 
no open paths (pores) exist in the foam sample and the epoxy 
used to fix the sample to the stainless steel mounting ring. 
Pores large compared to the mean free path of air molecules 
are easy to detect: pressure difference imposed across the sam
ple causes, without a time lag, a bulk flow several orders of 
magnitude higher than the permeation rates. Diffusion 
through pores having diameters smaller than the mean free 
path of air molecules, known as Knudsen diffusion, is much 
more difficult to detect. When pores smaller than the mean 
free path of air molecules are present, permeability of the 
foam is weakly dependent on both temperature and the test 
gas (i.e., N2 , 0 2 , and C 0 2 permeate with approximately the 
same rate and do not follow the Arrhenius relation). 
Therefore, the presence of the "small" pores can be detected 
only after a sample has been tested with different gasses 
and/or at different temperatures (Ostrogorsky et al., 1986; 
Fox, 1986). 

The gas volume on the low-pressure side was minimized to 
reduce the influence of temperature. To ensure thermal 
equilibrium, the cell was submerged in a constant temperature 
bath. The temperature of the water bath was controlled to 
within ±0.03°C while the temperature in the room was con
trolled within ±0.1°C. 

Several additional components were added to the initial 
design of the permeability apparatus to enable rapid develop
ment of the partial pressure steady state profile. The high and 
the low-pressure sides of the permeability cell were connected 
to tanks having very large volumes (1000 cm3) compared to 
the volume of the gas that permeates through the foam sample 
during the tests (several mm3). 

Measuring Method 

A partial pressure difference of one gas species, typically 1 
atm, is imposed on the boundaries of the foam sample being 
tested.2 The sample is flushed under a pressure difference and 
elevated temperature to develop a linear steady-state partial 
pressure profile inside the sample.3 At the same time, the 
other gases that might be present in the foam cells due to 

2In Ostrogorsky et al.(1986) and Ostrogorsky and Glicksman (1986) we have 
shown experimentally that the mass flux through a polyurethane foam sample is 
proportional to the applied partial pressure difference. Consequently, Peeff is 
independent applied partial pressure difference. 

3 At 75°C the N2 linear steady-state profile is established approximately ten 
times faster than at room temperature (25°C), while at 125°C, it is established 
100 times faster than at room temperature. 

previous tests or aging are eliminated from the sample and the 
apparatus. During flushing, the metering valve 11 allows a 
very low flow rate. To estimate the time needed to eliminate 
the other gases by flushing one should assume constant initial 
partial pressure inside the foam. By flushing, zero partial 
pressure is imposed on both boundaries. Then because of the 
analogy between the mass and heat transfer, the outgassing 
time can be estimated from charts developed for transient heat 
conduction in solids (Heisler charts, Carslaw and Jaeger, 
1959). 

When the linear steady-state profile is established and the 
other gases are eliminated, valves 8 and 10, shown on Fig. 1, 
are closed. By closing valves 8 and 10, the foam sample is 
isolated from the barometric pressure variations in the en
vironment and from the pressure variations in the gas supply 
due to the regulators. The permeability cell is connected to the 
low-pressure tank (i.e., valve 11 is opened). Note that in the 
tanks, partial pressure is equal to the total pressure since only 
one gas species is present. In the foam cells, in addition to the 
air components, fluorocarbon vapor is usually present. 
Fluorocarbon diffuses much more slowly than the air com
ponents and therefore does not introduce a significant error in 
the measurement. 

The temperature of the bath is changed (reduced) to the 
temperature at which the measurement at Peel{ is to be con
ducted. Before the measurement, complete thermal 
equilibrium has to be achieved. Measurements of the pressure 
change in the upper plenum indicate that thermal equilbrium 
in the apparatus is achieved within an hour. 

According to the ideal gas law, the partial pressure inside 
the closed-foam cells will change with the change of 
temperature. Simultaneously, the partial pressure inside the 
closed tanks will also change, governed by the ideal gas law. 
For the same temperature change the partial pressure in the 
tanks will match the partial pressure of the gas in the surface 
cells of the foam. Therefore, the continuity of the partial 
pressure is preserved across the foam surface. 

During the thermal transient, very low temperature gra
dients can be expected across the foam sample, causing small 
deviations from a linear partial pressure profile. These devia
tions will not permanently alter the developed linear partial 
pressure profile since the deviations are at least two orders of 
magnitude smaller than the imposed partial pressure dif
ference. In addition the thermal diffusivity of the foams is 
four to six orders of magnitude larger than the diffusivity for 
mass transfer so that thermal equilibrium can be quickly 
established before the mass transfer is measured at the new 
temperature level. 

The thermal conductivity of the solid polymer is much 
higher than the thermal conductivity of the gas within the 
closed cells. Therefore, even if substantial temperature gra
dients were imposed across the foam sample, the temperature 
difference across cell walls typically 0.5 fim thick would be 
negligible. Because of that, mass transfer due to temperature 
gradients (Soret diffusion) would not influence the foam aging 
during operation. 

To measure the volumetric flow rate through the foam sam
ple, the plenum is isolated from the reservoir by closing valve 
11 (Fig. 1). The plenum has a very small volume (5 cm3) so 
that the pressure increase in the low-pressure plenum due to 
the volumetric inflow through the foam sample can be 
measured and related to the permeability and diffusion coeffi
cients (equations (2) and (1)). 

The temperature is changed to another level with the low-
pressure plenum connected to the reservoir (valve 11 in Fig. 1 
is open). Again, in the present design of the permeability cell, 
the linearity of the steady-state concentration profile will not 
be perturbed by the temperature change and data can be taken 
as soon as thermal equilibrium is achieved. 
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Prediction of the Time Needed to Achieve Steady State 
by Transient Measurement of the Foam Diffusion 
Coefficient 

To perform an accurate measurement, steady-state mass 
transfer must be achieved before the data are taken or the 
temperature level changes. The time needed to develop a 
steady-state partial pressure profile can be found from the 
solution to the partial differential equation, which describes 
the transient diffusion inside a foam slab. 

The foam samples have the shape of a right cylinder with a 
height much smaller than the diameter. The ends of the 
cylinder are exposed to constate partial pressures px and pz, 
respectively; the side of the cylinder is impermeable. Therefore 
the sample can be modeled as an infinite slab (Fig. 3). 

We first wish to find the unsteady partial pressure in the 
sample when the initial partial pressure inside the foam sample 
is taken to be constant or equal to zero. The transient diffu
sion of each gas species can be considered independent of the 
other species in the foam. At t>0, constant, unequal partial 
pressures are imposed on the two boundaries. The formula
tion of the problem in terms of partial pressures relative to the 
initial partial pressure is 

dp/dt=Dettd
2p/dx2 = (Peeff/Seff )d2p/fo2 (6) 

p(x,0) = 0, p(0,t)=Pl, p(L,t)=p2 

From the solution to equation (6), the transient partial 
pressure is equal to (Carslaw and Jaeger, 1959) 

p(x, t)=Py+{p2-p{)x/L + 2/Tt YJ [(p2cos(mr)-pl)/n] 
n=l 

sm(nirx/L)exp(-n2Tr2De„t/L2) (7) 

The measured mass flux (transient or steady state) is equal 

FOAM SAMPLE 

to 

Jm,,r = Pe,n[dPi/dx]s (8) 

where [dp,/dx] x = 0 is the transient slope of the partial pressure 
at the low-pressure side of the foam surface. If steady state has 
not been achieved, this slope will not be equal to the linear 
steady-state slope and equation (2) gives an erroneous 
permeability coefficient. 

The measured flux at x=0 can be obtained by combining 
equations (7), (1), and (8) to obtain 

Oo 

Jm,tr = (Peef[/L) [ (p2 - p , ) + 2 ] £ (p2cos(mr) - p , ) 

exp[-n2Tr2Pee[!t/(SeffL
2)]} (9) 

We wish to find the unknown permeability Pee[! by measur
ing Jmlr at x=0. The known (measured) quantities in equation 
(9) are: transient flux, time, solubility Seff, thickness L, and 
partial pressures px and p2. These six known quantities and 
the unknown permeability coefficient Pe can be rearranged in 
the three nondimensional groups 

p*=p1/p2 (10) 

Fo = Da, t/L2 = PeMt/(.Set[L
2) (11) 

and JmjSS, defined by the equation (2). 
Note that both Fo and Jmss contain the permeability coeffi

cient and therefore can not be computed (J„iSS cannot be 
measured since steady state has not been established at the 
time of the measurement). By dividing Jmss by Fo, we obtain 
the nondimensional group where all the quantities are known 

Fig. 3 Initial and boundary conditions imposed on a foam sample dur
ing permeability tests 

C/m„/Fo) = Se f fCL/0(p2-p,) (12) 

(/,„,^/Fo) is used to nondimensionalize the transient flux as 

Jm.Vo = Jm,tr/(Jm,ss^°) (13) 

or, by substituting equations (9) and (12) into (13) 

J*m,v0 =Fo 1 + 2 Y/ (cos(n7r)-p*)exp(-«2ir2Fo)/(l - p * ) 
L n=l J 

(14) 

where only Fo contains the unknown transport coefficient 
Pee{{ (or Deff). 

Equation (14) relates Fo top* and J*m>Fo implicitly. /m,Fo* is 
plotted in Fig. 4 against Fo with p* as parameter. 

To use the chart in Fig. 4, J„ttr, t, pu p2, and L, are 
measured and the solubility Seff is computed from equation 
(4). Next, p*=P\/p2, Jm<ss/Fo is found from equation (12) 
and J%j0 from equation (13). Fo is obtained from Fig. 4. 
Finally, the permeability and the diffusion coefficient can be 
computed 

Pee!f = FoS„„L2/t 

Detf = FoL2/t 

(15) 

(16) 

The results shown on Fig. 4 permit permeability 
measurements to be made before steady state has been 
achieved. 

The linear steady-state partial profile is achieved when /* Fo 

is equal to Fo (equation (14)). Note that the steady-state condi
tion requires not only a linear partial pressure gradient of the 
test gas but also elimination of other gases that might be 
present due to previous tests or aging. Since fluorocarbon has 
such a low diffusion rate, it will not contribute significant 
errors to the tests of other gases. 

Results and Discussion 

The measured values of the effective permeability coeffi
cients of C 0 2 , 0 2 , N2 , and Rl l obtained at different 
temperatures are shown in Fig. 5 and Table 2. The values of 
the effective diffusion coefficient are also given in Table 2. 
For air components, each data point plotted represents at least 
three separate measurements. The error in the cell calibration 
is estimated to be 10 percent. Measurement of the sample 
thickness, and measurement of the imposed partial pressure 
difference, account each for another 5 percent error in the ab-
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Fig. 4 Chart for transient measurement of the foam diffusion coeffi
cient and time needed to achieve steady state (J*m F o is defined by equa
tion (14), p * = P l / p 2 ; Fo=DBf,f/L

2) 

TEMPERATURE t° C] 

Table 2 Foam permeability and diffusion coefficient measured by the 
rapid and long-term steady-state technique (polyurethane, MDI type 
foam sample, density—25.2 kg/m3) 

Permeability Coefficient, Pe =J,„,ssL/<P2 ) , 10~ [cmSTp /cm-s-atm]: 

Temp. 

25°C 

50°C 

75°C 

90 °C 

** 
Pp 

C02 

202.0 

488.0 

-

Pe02 

46.8 

134.0 

-

PeN2 

7.6 

24.3 

70.8 

166.0 

P e N 2 " 

6.0 

19.0 

Pp H e Rl l 

0.23 to 0.57* 

1.6 

9.6 

24.3 

Di f fus ion Coef f i c ien t , De f f=Pee f f (T/Z98),10"B [cm 7 s ] : 

Temp. 

25°C 

50 °C 

75°C 

90 °C 

** 
DC02 

202.0 

529.0 

-
-

D02 

46 .8 

145.0 

-
-

DN2 

7.6 

26.3 

82.7 

202.0 

°N2** 

6.0 

20.6 

D R 1 1 

0.23 t o 0.57 

1.7 

11.2 

29.6 

*Extrapolat ion of data at 50°C and 90°C y ie lds the value 

.20xlO"8[cmSTp
3/cm-s-atm] 

Measured by the long-term steady-state technique; 

obtained by the rapid steady-state technique. 

other data are 

l/T x 10" [1/K] 
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Fig. 5 Permeability coefficient as a function of temperature obtained 
by rapid and by long-term steady-state technique 

solute value of Pee(f. The reproducibility of the data depends 
on the permeation rate of the tested gas. With the present cell 
design we are able to reproduce the permeability coefficient of 
N2 within ±2 percent or better. 

When the rapid steady-state technique was not used, about 
120 days were needed to obtain a steady-state linear profile 
with N2 at 25°C, while about 40 days are needed at 50°C. The 
measurement of Peeff was next repeated with the rapid steady-
state method. Steady-state was obtained in 13 days at 75°C. 
After that the temperature was changed within several hours 
to 50, 25, and 90°C, respectively, and Peeff was measured at 
each temperature level. Note that the data obtained with the 

rapid steady-state technique follow the Arrhenius-type 
temperature dependence and are in good agreement with the 
data obtained by developing steady-state at room temperature 
and at 50°C. The 22 percent difference in Peeff is possibly 
caused by the use of two different pressure transducers (DP 15 
and AP 10), which were calibrated separately. 

The rapid steady-state method has enabled data with 
Fluorocarbon 11 to be obtained. A 1-cm-thick foam sample 
was kept for 100 days at 90°C, which is equivalent to about 
3000 days at room temperature. To obtain accurate data, 
measurements were repeated at different temperatures for 
about 30 days. At least eight measurements were made at each 
temperature level. At 90°C the maximum deviation from the 
mean was ±9 percent. At 25°C the mean deviation was ±42 
percent. The percentage deviation at 25°C is higher because 
the magnitude of the permeability is much lower than the 
magnitude at 90°C. The larger deviations between experimen
tal results reflect errors inherent in measurements made at 
these extremely low permeation rates. Also, if any significant 
portion of Rll is retained in the solid polymer and subse
quently vaporizes when the temperature level is changed it will 
cause errors in the rapid steady-state results. 

Due to the increase in the diffusion coefficient with 
temperature, the rapid steady-state technique for the 
polyurethane closed-cell foams is an order of magnitude faster 
than the long-term steady-state technique. Compared to the 
accelerated aging tests (thermal conductivity measurements) 
performed at 140°F, the long-term steady-state permeability 
tests performed at the same temperature are faster by a factor 
of 6.3 and 25. The foam sample in the permeability cell is only 
1 cm thick, whereas the foam panels used in the accelerated 
aging tests range from 2.54 to 5.1 cm thick. The characteristic 
time of diffusion is inversely proportional to the square of the 
sample thickness. 

The highest temperature that foam can be exposed to limits 
the amount of test acceleration obtained at elevated 
temperatures. After the foam sample was kept at 90°C for 100 
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days, exposed to a pressure difference of 60,500 Pa (8.5 psia) 
of Fluorocarbon 11, its thickness decreased to 1/2 of the in
itial valve although the cell walls were not damaged. Tests 
repeated at different times at 90°C did not indicate any in
crease of permeability with time. Since the number of cell 
walls, not the distance between them, determines the 
resistance to permeation, the steady-state results obtained are 
still valid. However, the effective diffusion coefficient of the 
foam should be based on the original foam thickness. 

The strong dependence between the ratio of the pressures at 
the two boundaries, p*, and the time needed to achieve steady-
state is shown in Fig. 4. For p* =0 , J%yVa is never negative, 
while for p*=Q.9, J*m_¥o is negative up to Fo = 0.038. For 
p* = 0.2, / ^ F o approaches Fo (i.e., steady-state J^i¥o) for 
Fo = 0.4, while Fo = 0.7 is needed forp*=0.9 . This indicates 
that it is advantageous to have p* as small as possible during 
the measurement. Asp* approaches 1, it takes a longer time to 
approach steady-state, and the mass flux is small and difficult 
to measure. 

Conclusions 

An innovative experimental technique that enables rapid 
achievement of steady-state conditions in closed-cell foam 
samples was developed. By using this technique, the 
permeability of closed cell polyurethane foam can be 
measured 10-30 times faster than with presently used tech
niques. The amount of test acceleration is limited by the 
highest temperature that the foam can tolerate. 

By using the rapid steady-state technique, permeability and 
diffusivity data were obtained for 0 2 , N2 , and Fluorocarbon 
11 at different temperatures. The relatively low reproducibility 
of the Fluorocarbon 11 data is believed to be caused by the 
limitations of the equipment rather than by theoretical limita
tions of the technique. 

The N2 data obtained by the rapid steady-state technique 
were compared to the N2 data at 25 and 50°C obtained by the 
long-term steady-state technique. Reasonable agreement was 
observed. 

The analytical solution of the transient diffusion that occurs 
in foam samples during permeability tests was developed and 

plotted in the form of a convenient chart. From this chart, the 
foam effective permeability and diffusion coefficient can be 
obtained from the measurement of the transient mass flux, 
i.e., before steady-state is reached. From the same chart, the 
time needed to achieve steady-state can be deter
mined both at high temperatures when the rapid steady-state 
technique is used to develop the steady-state profile, or at 
room temperature when the long-term steady-state technique 
is used. 
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A Note on Prandtl's Transposition Theorem 

L. S. Yao1 

1 Introduction 
Given a solution of the boundary-layer equations for a two-

dimensional, steady incompressible flow, Prandtl (1938) 
showed that additional solutions can be derived by a simple 
transformation. This is the well-known Prandtl's transposi
tion theorem. The gist of the theorem is that the flow is 
displaced by the amount of the vertical displacement of an ir
regular solid surface, and the vertical component of the veloci
ty is adjusted according to the slope of the surface (see equa
tion (1)). The form of the boundary-layer equations is in
variant under the transformation, and the surface conditions 
can therefore be applied on a transformed flat surface. This 
allows the boundary conditions to be easily incorporated into 
any numerical method. Due to its universality, simplicity, and 
immediate applicability to problems, Prandtl's theorem is still 
frequently applied today, almost fifty years after it was first 
introduced. 

Glauert (1957) extended the theorem to unsteady and three-
dimensional boundary layers. He also explicitly pointed out 
that it allows the normal displacement of the solid surface to 
be, at most, the order of the boundary-layer thickness, say 
0(e). Only for such a small displacement can the boundary-
layer solution for the surface be obtained by adopting the 
original inviscid-flow solution. By a comparison of various 
viscous terms and by restricting them to be no larger than 0(g), 
Glauert concluded that the typical distance for a change of the 
solid geometry along the flow direction must be larger than 
0(e1/2), a distance intermediate between the length of the body 
and the thickness of the boundary layer. In other words, 
Ax<0(e1/2) and A x r<0(l) , where y = A(x) denotes the ir
regular solid surface (see Fig. 1), and the subscript x denotes 
derivatives. 

In section 2, Prandtl's theorem is rederived for a finite 
solid-surface displacement A. Even though the derivation ex
tends the theorem out of the context originally intended by 
Prandtl, it is indeed more convenient to solve the resulting 
equations numerically in the transformed coordinates (Yao, 
1980, 1983). Furthermore, if A is small, Prandtl's theorem 
represents the leading-order solution of the extended theorem, 
which is shared by a class of geometries. The details of the in

dividual geometries are needed only for the higher-order 
solutions. 

Since Prandtl's coordinates are not orthogonal in physical 
space, the derivation shows that the normal pressure gradient, 
which is small and can be neglected across the boundary layer, 
has a leading-order effect in the axial momentum equation ex
pressed in Prandtl's coordinates. This explains why the correct 
form of the boundary-layer equations in Prandtl's coordinates 
can only be derived from the Navier-Stokes equations, as 
demonstrated in this note, and cannot be obtained by the 
transformation of the boundary-layer equations in other coor
dinates as has been commonly done in the past. 

2 Derivation 

A two-dimensional flow model, shown in Fig. 1, is used to 
extend Prandtl's transposition theorem. Its further extension 
to three-dimensional flows is straightforward. The 
Navier-Stokes and energy equations in Prandtl's coordinates 
are 

"*-+• vy=0 

UUX + VUy = 

uvx 

u6x 

~Px 

• + vvy+,Axxu 

+ vdy = 

•Ax + 

e2 

Pr 

+ Axpy + 6 + e2[uxx + (l+A2
x)uyy 

-2Axuxy-Axxuy] 
2=AxPx-(l+A2

x)py 

e2 [vxx + (1 + A\) vyy - 2Axy,y, - Axxvy 

U + I A ^ - I A ^ U , , ] 

-[dxx + {\+A2
x)6yy- 2A A , - AXA1 
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(1) 

where the dimensionless variables are defined as 

x = (x + L)/L, y=(y — A)/L (coordinates) 

u = u/Uc v={v — Axu)/Ua (velocities) 

P = (P-PnVpUl (pressure) (2) 

6 = (T-Tm)/(TW-T„) (temperature) 

e~2 = Re= U„L/v (for a forced flow) 

e"4 = Gr = fig(TK,-Ta,)L
3/v2 (for natural convection) 

A = A/L 

L is the distance from the leading edge of the body, and the 
subscript denotes partial differentiation. The gravitational ac
celeration is denoted by g, the thermal conductivity is k, the 
Prandtl number is Pr = e/a, the thermal diffusivity is a, the 
kinematic viscosity is v, the density is p, and the thermal ex
pansion coefficient is /3. For a forced flow, Ux is the 
characteristic velocity. For a natural-convection boundary 
layer, [/„ = Gri/2v/L. The buoyancy forces are represented by 
6 in equation (1), and should be set to zero for an isothermal 
flow. 
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y = A ( x ) 

Fig. 1 Two-dimensional flow model and coordinates 

In the limit e—0, equation (1) models inviscid flows. These 
equations become invariant under the transformation if A, Ax, 
and A^ also approach zero in the limit e—-0. If the height of 
the displacement is 0(e") and its axial extent is 0(e'"), then this 
limit requires 

m<n/2 (3) 
where m and n are positive. If we restrict the height of the 
displacement to about the thickness of the boundary layer, 
then equation (3) coincides with Glauert's restriction. In 
general, equation (3) is a less restrictive condition than that 
due to Glauert. For certain practical problems, A is usually 
much smaller than the boundary-layer thickness, but the axial 
extent of the solid surface displacement is also small. Conse
quently, this leads to large Ax and Axx, and equation (3) is not 
satisfied. This is why equation (1) provides a more convenient 
set of starting equations for perturbation solutions. 

For a thin boundary layer, the normal coordinate and 
velocity are scaled as 

r-y/e and v=v/t. 

Consequently, equation (1) becomes 

ux + vr = 0 

uux + vur = —px + e ~' Axpr + 6 + (1 + A2
X) urr + 0(e) 

Axxu
2 = Ax(px-d)-c-*(l+Ax)pr + (Ke) 

(4) 

(5a) 

(5b) 

(5c) 

uex + mr= — (\+Ai)en (5d) 

Equation (5c) clearly indicates that the pressure gradient 
across the boundary layer is 0(e) and can be neglected. 
However, it has a leading-order effect in the axial momentum 
equation. The elimination of pr between equations (5b) and 
(5c) and the neglect of small terms yields 

uux + vur + 
_A£A^L 

l + Al 

1 
1+AJ 

(px-6) + (l+Ax)ur, (6) 

It is easy to see that equation (6) reduces to the original form 
of the boundary-layer equation in the limit e —0 if the surface 
displacement satisfies condition (3). The third term of equa
tion (6) represents the effect of centrifugal force and is the 
most important curvature effect. Including terms associated 
with the details of the surface geometry, equation (6) is the 
boundary-layer equations for a curved surface. In fact, 
Prandtl's coordinates are body-fitted coordinates. The 
topological meaning of equation (6) is clear: A surface can be 
constructed if its location, slope, and curvature are known. 
The no-slip surface condition originally applied at y = A is now 
applied at r = 0. 

It is worthwhile to note that a perturbation solution for a 
small A can be readily obtained from equations (2) and (6) by 
expanding the solution in powers of A for both the inviscid 
and boundary-layer flows. Since the leading-order governing 
equations are independent of A and its derivatives, their solu

tions do not explicitly depend on the geometry. This shows 
that the original form of Prandtl's theorem is valid only as the 
leading-order solution. One additional advantage of such a 
series solution is that the boundary conditions are applied ex
actly on the solid surface in Prandtl's coordinates; therefore, 
it can provide a more accurate result than the Stokes series, as 
demonstrated in the solution for heat conduction in eccentric 
annuli [see Appendix of Yao (1980)]. 
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Free Convection Between Vertical Plates With Periodic 
Heat Input 

C. Y. Wang1 

Nomenclature 
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gravitational acceleration 
unsteady temperature profile 
gap half-width 
thermal conductivity 
constant defined by equation (23) 
height of channel 
Prandtl number 
steady heat input 
amplitude of unsteady heat input 
Strouhal number = h2w/v 
time 
temperature 
steady temperature on wall 
unsteady temperature amplitude 
on wall 
vertical velocity 
vertical coordinate 
horizontal coordinate 
(1 + /)/V2 
a constant; its fourth power is the 
normalized vertical temperature 
gradient 
coefficient of thermal expansion 
const 
const 
y/h 
constant defined by equation (27) 
modified channel Rayleigh 
number = Itfgfiq^/Lvak 
constants defined by equation (24) 
kinematic viscosity 
density 
frequency 
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Fig. 1 Two-dimensional flow model and coordinates 

In the limit e—0, equation (1) models inviscid flows. These 
equations become invariant under the transformation if A, Ax, 
and A^ also approach zero in the limit e—-0. If the height of 
the displacement is 0(e") and its axial extent is 0(e'"), then this 
limit requires 

m<n/2 (3) 
where m and n are positive. If we restrict the height of the 
displacement to about the thickness of the boundary layer, 
then equation (3) coincides with Glauert's restriction. In 
general, equation (3) is a less restrictive condition than that 
due to Glauert. For certain practical problems, A is usually 
much smaller than the boundary-layer thickness, but the axial 
extent of the solid surface displacement is also small. Conse
quently, this leads to large Ax and Axx, and equation (3) is not 
satisfied. This is why equation (1) provides a more convenient 
set of starting equations for perturbation solutions. 

For a thin boundary layer, the normal coordinate and 
velocity are scaled as 

r-y/e and v=v/t. 

Consequently, equation (1) becomes 

ux + vr = 0 

uux + vur = —px + e ~' Axpr + 6 + (1 + A2
X) urr + 0(e) 

Axxu
2 = Ax(px-d)-c-*(l+Ax)pr + (Ke) 

(4) 

(5a) 

(5b) 

(5c) 

uex + mr= — (\+Ai)en (5d) 

Equation (5c) clearly indicates that the pressure gradient 
across the boundary layer is 0(e) and can be neglected. 
However, it has a leading-order effect in the axial momentum 
equation. The elimination of pr between equations (5b) and 
(5c) and the neglect of small terms yields 

uux + vur + 
_A£A^L 

l + Al 

1 
1+AJ 

(px-6) + (l+Ax)ur, (6) 

It is easy to see that equation (6) reduces to the original form 
of the boundary-layer equation in the limit e —0 if the surface 
displacement satisfies condition (3). The third term of equa
tion (6) represents the effect of centrifugal force and is the 
most important curvature effect. Including terms associated 
with the details of the surface geometry, equation (6) is the 
boundary-layer equations for a curved surface. In fact, 
Prandtl's coordinates are body-fitted coordinates. The 
topological meaning of equation (6) is clear: A surface can be 
constructed if its location, slope, and curvature are known. 
The no-slip surface condition originally applied at y = A is now 
applied at r = 0. 

It is worthwhile to note that a perturbation solution for a 
small A can be readily obtained from equations (2) and (6) by 
expanding the solution in powers of A for both the inviscid 
and boundary-layer flows. Since the leading-order governing 
equations are independent of A and its derivatives, their solu

tions do not explicitly depend on the geometry. This shows 
that the original form of Prandtl's theorem is valid only as the 
leading-order solution. One additional advantage of such a 
series solution is that the boundary conditions are applied ex
actly on the solid surface in Prandtl's coordinates; therefore, 
it can provide a more accurate result than the Stokes series, as 
demonstrated in the solution for heat conduction in eccentric 
annuli [see Appendix of Yao (1980)]. 
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Introduction 
Electric and electronic panels are often cooled by free con

vection. In some cases the current is periodic due to on-off 
control mechanisms or due to partially rectified a-c voltage. 
Periodic heat input of a single vertical plate with no edges was 
investigated by Menold and Yang (1962) and Schetz and 
Eichhorn (1962). Others have studied the effect on boundary 
layer development, also on a single plate (Chung and Ander
son, 1961; Nanda and Sharma, 1963; Kelleher and Yang, 
1968; Yang et al., 1974; Muhuri and Gupta, 1979). The pres
ent note addresses the fully developed convection between two 
periodically heated parallel plates. Fully developed flow, oc
curring at small Rayleigh numbers (Bar-Cohen and 
Rohsenow, 1984), is becoming more common due to the trend 
in miniaturization of the panels. 

Prescribed Temperature 
Let the temperature be T} + T2 cos oit on the walls. Since 

fully developed flow is independent of x, the problem is linear. 
We separate steady and unsteady parts as follows: 

„=^_ [ (r1-r0M(r,) + r25(^e'w] (D 
V 

T=T0 + {Tl-T0)F{v) + T2G{V)ei»> (2) 

Upon substitution into the usual Boussinesq equations we find 

F " = 0 , A"+F=0, F ( ± l ) = l , , 4 ( ± l ) = 0 (3) 
G"=/StPrG = 0, B"-iStB=-G, G ( ± l ) = l, 

fi(±l) = 0 

where St is the Strouhal number. The solutions are 

G = 
cosh(zVstPr 7)) 

cosh(WStPr) 

B = 

B = 

i rcosh(zVStPrij) 

St (Pr- 1) L cosh(zVStPrT 

cosh(zvSt r/) 

sh(r/St) 

iz -[•q sinh(zVSt -q) 

(4) 

(5) 

(6) 

P r ^ l (7) 

(8) 

Figure 1 shows the real and imaginary parts of G(TI) for 
various St and Pr = 0.7 (air). The unsteady temperature pro
file is 

Re(r2Ge+''"") = T2[Re G(»))cos ut-Im G(iy)sin tor] (9) 

For large St (high frequency) the boundary layer character is 
evident. Figure 2 shows the induced unsteady velocity distribu
tion. The unsteady velocity diminishes to zero for large St. 

Prescribed Heat Flux 
Let the heat flux on the walls be q{ + q2 cos at. We assume 

a solution of the form 

2VSt cosh(zVSt) 

- tanh(zVSt)cosh(zVSt rj)], Pr = 1 

h3gp 

kv 
Q\ A(r,)+q2B(71)e

i" 

ctv h 
T=Tn + - ^ ^ a.ix + --[qlF(r]) +q2G(V)e'»!] h4g/3 

P = P^-^a"x{x-L) 

(10) 

(11) 
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Fig. 1 The unsteady temperature profile G(i;). The real part is in phase 
and the imaginary part is 90 deg out of phase. Case with prescribed wail 
temperature. 

Fig. 2 Unsteady velocity profile B(rj), case with prescribed wall 
temperature, I = Re(6), II = lm(B) 

The linear term x of the temperature and the quadratic term of 
the pressure are characteristics of uniformly heated ducts. The 
Boussinesq equations yield 

F"=A, a-4A" = -F-a4/A, F ' ( ± l ) = ± l , 

A(±l) = 0 (13) 

G" - iS tP rG = a 4 £ , B"-iStB= ~G, G ' ( ± l ) = ± l , 

5 ( ± 1 ) = 0 (14) 

where A = 2h5g^qx/Lvak is a modified channel Rayleigh 
number. Another relation is needed to determine the constant 
a, where a4 denotes the normalized axial temperature gra
dient. Since the fluid is rising due to heat input, we require the 
mean temperature to be T0 at the bottom at x = 0 
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Fig. 3 Modified Rayleigh number A as function of a = [hA 

dT/dx/avV14; dashed line is the asymptotic approximation 

Fig. 5 Amplitude of unsteady velocity I = I S(0) I, and unsteady 
temperature II = IG(0)l, III = 16(1)1, as a function of a, case with 
prescribed heat flux 

FM=-

rcoshfozqn 
L cosh(az) J 

A a Re[z tanh(a:z)] 

A = a6Re[z t anh(az ) ] /Re[ t a " 1 

(17) 

(18) 

oi=i This universal relationship between the normalized mean 
" ^ l temperature gradient a and the modified Rayleigh number A is 

plotted in Fig. 3. We see A increases rapidly with a only when 
a > 1. For small a we find 

A (V) ~^~(1 - r,2), Fir,) ~ —^- + 4 - f2 ~ T ,4 (19) 

Fig. 4 Steady velocity A(ti) and temperature profile F{rj), case with 
prescribed wall heat flux 

A ~ — (20) 

Figure 4 shows the steady velocity profile equation (16), and 
the steady temperature profile equation (17). 

The unsteady problem is more difficult. In equations (14) 
we set 

F(v)dr, = 0 

After some work, the solutions to equations (13) are 

r cosh(azi)) "I 
— aim 

A{i,)--
cosh(o:z) J 

Re[z tanh(az)] 

(15) 

(16) 

G = yei"i, B = 8e>"> 

For nontrivial y and 5 the eigenvalues are 

where 

^ 2 =—-[S t (P r+ l )± in 

/ : = V S t 2 ( P r - l ) 2 + 4 a 4 > 0 

(21) 

(22) 

(23) 
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We denote 

/S t (Pr+l ) + A" ISt(Pr+l)-K 
Pi=z«J 2 ' ^=H 2 ( 2 4 ) 

The solution for B, satisfying the boundary conditions, is 

^ _ rcoshfai?) cosh(fe7?)-| 

L cosh(it,) cosh(/i2) J 

Thus 

n ^^/•c^ 2 . c o s h ( M ) cosher? ) ] 
G = A (/St —j^f) —-——0St-i4) (26) 

L cosh(/i!) cosh(/i2) J 
The boundary conditions on G'( l ) give 

( S t - u.2)n.,tanh(u.,) - («St- (xl)jA2tanh(/i2) 

Three nondimensional parameters a, Pr, and St govern the 
unsteady universal functions B(r\) and G(ij). The amplitudes 
of the oscillations 15(0) I, I G(0) I, I G(l) I are shown in Fig. 5 
for Pr = 0.7. It is seen that the amplitude decreases with in
creased frequency St. For given St the amplitude increases to a 
maximum, then decreases to zero as a is further increased. 

Discussion 

Is it possible to superpose solutions? For the case of 
prescribed surface temperature, the fact that equations (3) and 
(4) are linear and homogeneous implies superposition is indeed 
possible, i.e., the sum of two solutions is another solution. 
However, equation (13), in the case of prescribed heat flux, is 
linear but nonhomogeneous. This shows the steady flow and 
temperature fields A (»;) and F(T/) cannot be superposed due 
to the nonzero axial temperature gradient. On the other hand, 
for given steady temperature gradient, the unsteady oscillatory 
field can be superposed since equations (14) are linear and 
homogeneous. Thus any periodic unsteady effect can be 
decomposed into its Fourier components. 

The forms of our equations (10)-(12) lead to nondimen
sional universal equations (13) and (14). Also equation (10), 
containing the given heat flux qlt q2, assures a global heat 
balance. Thus a is obtained from the mean temperature T0 at 
x = 0. Of course, the field is not fully developed at x = 0; 
however, experiments show the entrance effect is negligible for 
low to moderate Rayleigh numbers (Bar-Cohen and 
Rohsenow, 1984). 

Although a Nusselt number for the steady state is well de
fined, its meaning for the unsteady variation is less clear. 
Following Menold and Yang (1962) and Schetz and Eichhorn 
(1962), our results are presented in terms of velocity and 
temperature profiles. 

We conclude the following. For low frequencies the effect 
on the unsteady flow is large, and in phase with the oscillatory 
temperature or heat input. For high frequencies the effect 
diminishes to zero. In general the flow and temperature are 
complicated functions of the Prandtl number, Strouhal 
number, and indirectly, the Rayleigh number. A "quasi-
steady" approach, i.e., frequency low enough that the steady-
state solution can be used at any instance, is adequate only at 
very low Strouhal numbers (less than 0.1); otherwise the 
analytical solutions presented in this paper should be used. 
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Correlations for Mixed Convection Flows Across 
Horizontal Cylinders and Spheres 

B. F. Armaly,1 T. S. Chen,1 and N. Ramachandran2 

Nomenclature 
d = diameter of cylinder or sphere 
g = gravitational acceleration 

Grd = Grashof number 
= g/5(Tw-Tm)d3/v2 

h, hF = average heat transfer coefficients 
for mixed and pure forced convec
tion, respectively 

k = thermal conductivity 
Nurf = mixed convection average Nusselt 

number = hd/k 
NudF = forced convection average Nusselt 

number = hFd/k 
Pr = Prandtl number = v/a. 

Red = Reynolds number = uxd/v 
Tf = film temperature = (TW + T„)/2 
Tw = wall temperature 
T„ = free-stream temperature 
u„ = free-stream velocity 

a = thermal diffusivity 
/3 = volumetric coefficient of thermal 

expansion 
v = kinematic viscosity 

Introduction 
Mixed convection in air flow across horizontal cylinders and 

spheres has been studied both analytically and experimentally 
by many investigators, covering various ranges of Reynolds 
and Grashof numbers of practical interest. Nusselt number 
results have been presented either in graphic forms or in 
various equation forms that are generally not convenient for 
use. In this note, an attempt is made to summarize the 
analytical and experimental results of several representative 
studies for these two flow configurations in simple correlation 
equations that can be employed in heat transfer calculations. 
It is noted that similar correlation equations for cylinders and 
spheres have been proposed by Churchill (1983) for various 
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sional universal equations (13) and (14). Also equation (10), 
containing the given heat flux qlt q2, assures a global heat 
balance. Thus a is obtained from the mean temperature T0 at 
x = 0. Of course, the field is not fully developed at x = 0; 
however, experiments show the entrance effect is negligible for 
low to moderate Rayleigh numbers (Bar-Cohen and 
Rohsenow, 1984). 

Although a Nusselt number for the steady state is well de
fined, its meaning for the unsteady variation is less clear. 
Following Menold and Yang (1962) and Schetz and Eichhorn 
(1962), our results are presented in terms of velocity and 
temperature profiles. 

We conclude the following. For low frequencies the effect 
on the unsteady flow is large, and in phase with the oscillatory 
temperature or heat input. For high frequencies the effect 
diminishes to zero. In general the flow and temperature are 
complicated functions of the Prandtl number, Strouhal 
number, and indirectly, the Rayleigh number. A "quasi-
steady" approach, i.e., frequency low enough that the steady-
state solution can be used at any instance, is adequate only at 
very low Strouhal numbers (less than 0.1); otherwise the 
analytical solutions presented in this paper should be used. 
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h, hF = average heat transfer coefficients 
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k = thermal conductivity 
Nurf = mixed convection average Nusselt 
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Introduction 
Mixed convection in air flow across horizontal cylinders and 

spheres has been studied both analytically and experimentally 
by many investigators, covering various ranges of Reynolds 
and Grashof numbers of practical interest. Nusselt number 
results have been presented either in graphic forms or in 
various equation forms that are generally not convenient for 
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Fig. 1 Measured (Oosthuizen and Madan, 1970, 1971) and correlated 
average Nusselt numbers for air flow, Pr = 0.7, across isothermal 
horizontal cylinders (102 < Red <3 x 103 and 2.5 x 104 < Grd <3 x 105) 
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Fig. 2 Predicted (Badr, 1983, 1983) and correlated average Nusselt 
numbers for air flow, Pr = 0.7, across isothermal horizontal cylinders 
(1 < Red < 60 and 0 < Grd < 7200). 

Prandtl numbers, and a large scatter of experimental data is 
found along his correlation equations. The present correlation 
equations are for air flow and in some regions are more ac
curate in predicting measured results (an improvement of 
more than 10 percent) than those presented by Churchill 
(1983). 

Correlations 

(A) Horizontal Cylinders in Crossflow. Measurements 
and predictions of average mixed convection Nusselt numbers 
for horizontal cylinders in cross air flow (Pr = 0.7) have been 
reported by Oosthuizen and Madan (1970, 1971), Badr (1983, 
1984), Hatton et al. (1970), and Nakai and Okazaki (1975a), 
among others, for assisting flow (in which the forced flow is in 
the same direction as the buoyancy force), opposing flow (in 
which the forced flow is exactly in the opposite direction to the 
buoyancy force), and cross flow, covering a wide range of 
Reynolds and Grashof numbers. These results for the various 
Reynolds and Grashof number ranges can be correlated in 
simple equation forms. 

Measurements by Oosthuizen and Madan (1970, 1971) for 
isothermal horizontal cylinders in air cover the flow regime of 
1 0 2 < R e d < 3 x l 0 3 and 2.5 x 104 < G r d < 3 x 10 s . Their 
average Nusselt number results can be correlated by the 
following equations: 

For cross flow (4> = 90 deg): 

Nurf/NurfF = [l+6.275Q7]1/7 (2) 

For opposing flow (<j> = 180deg): 

Nud /Nud F = [ l-Q2-5] I / 2-5 , fi<0.7 (3) 

and 

Nud/Nurf/r = 1.20-0.2, fi>0.7 (4) 

In equations (l)-(4), the average Nusselt number for pure 
forced convection is given by 

mdF = 0.464 Re°d
5 + 0.0004 Red (5) 

and 

Q-=(Grd/Re^)1/4 (6) 

with Grd =gP(Tw - Ta)d
3/v2 and Rerf = u„d/v. In addition, it 

is noted that all fluid properties are evaluated at the film 
temperature T/=(Tw + Ta,)/2. A comparison between the 
measured results and the correlations is illustrated in Fig. 1. 

Analytical results for flow across isothermal horizontal 
cylinders in fluids of Pr = 0.7 have been reported by Badr 
(1983, 1984) for the domain of K R e d < 6 0 and 
0 < Grrf < 7200. His average Nusselt number results can be cor
related by the following relations: 

For assisting flow (</> = 0 deg) : 

Nud/NudP = 1 + 0.16$rf-0.015 & 

For cross flow (4> = 90deg): 

NUrf/Nu^ = 1 + 0.05£d - 0.003 £ | 

For opposing flow {<j> = !80 deg): 

Nu d /Nu d F =l -0 .37£ r f + 0.150£d 

In equations (7)-(9) 

kd = Grd/Rtd 

and the average Nusselt number for pure forced convection is 
correlated as 

(7) 

(8) 

(9) 

(10) 

Nu d F= 1.01 +9.1 x 10~2Re r f-7.3 x 10~4Re2 
(11) 

A comparison between the above correlations and the 
calculated results can be found in Fig. 2. 

Measurements of the average Nusselt numbers for elec
trically heated horizontal cylinders in air by Hatton et al. 
(1970) cover the flow domain of 1 0 " 2 < R e d < 4 0 and 
10~ 3 <Gr d <10. Their measured results have been well cor
related by the equation 

(12) 

(13) 

For assisting flow (<t> = 0 deg) 

Wud/NvidF=[\ + 1.396Q3S]1/3S 
(1) 

Nurf ( T / T a ) - ° 1 5 4 = 0.384 + 0.581ity439 

where 

Rf = Red[l+ 2.06(GrdPr)°-418cos 0/Red 

+ 1.06(GrdPr)°-836/Re2,]1/2 

and Tf is the film temperature at which the fluid properties 
were evaluated. The angle <f> is measured from the vertically 
upward direction of the forced flow (with <1> = Q, 90, and 180 
deg for assisting, cross, and opposing flows, respectively). 
Equation (12) correlates the experimental data well for all 
forced flow directions except for the opposing flow case in the 
region of 0.25<(GrrfPr)°-418/Rerf<2.5 where the deviations 
between the measured and the correlated results exceed 10 
percent. 

Analysis and measurements of the average Nusselt number 
for mixed convection air flow across horizontal wires of 
length-diameter ratios 2 x 104 <L/d<2.5 X 104 were reported 
by Nakai and Okazaki (1975a) for the domain of very low 
Reynolds and Grashof numbers, with 1 0 " 3 < R e d < 1 0 _ 1 and 
1 0 - 6 < G r d < 6 . 5 x l O " 5 (i.e., a creeping flow). Their 
measured results can be correlated by the following equations: 

512/Vol. 110, MAY 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



l o V 10' 

o Oppos ing Flaw 

a Assisting Flan/ 

A C r o s s flaw 

-Y-l. 257 £ " 

NudF = 2/ln(S. 435/RedPri 

<f «* Go / R e 
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Fig. 5 Measured (Yuge, 1960) and correlated average Nusselt numbers 
for air flow, Pr = 0.7, across isothermal spheres (3.5<Red<5.9x 103 
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Fig. 4 A comparison of average Nusselt numbers between 
measured/predicted values and a single correlation equation for air 
flow, Pr = 0.7, across isothermal horizontal cylinders 

For assisting flow (<j> = 0deg): 

Nud /Nud F = 1.295SS-0472 (14) 

For cross flow (4> = 90 deg): 

Nud/NudF=1.257£d-0613 (15) 

For opposing flow (<j> = 180 deg): 

N^d/NudF=1.281£d-0795 (16) 

In equations (14)-(16), £ = Grd /Red , as given by equation 
(10), and the pure forced convection average Nusselt number 
is given by Nakai and Okazaki (1975b) as 

NudF = 2/ln[5.453/(PrRed)] (17) 

The correlation equations (14)-(16) are in excellent agreement 
with the measured data, as can be seen from Fig. 3. The fluid 
properties are evaluated at the film temperature 7}, except for 
Grd, in which the properties are based on the free-stream 
temperature. 

It is of practical interest to combine the separate correlation 
equations for assisting and cross flows covering the different 
Red and Grd ranges into a single correlation equation for both 
flows. This can be readily accomplished. Equations (1), (7), 
and (14) for the former and equations (2), (8), and (15) for the 
latter are thus cast into a single correlation equation in the 
form 

(Nud/NudF) " 4 = 1 + 0.Q25f „ (18) 

where £d = Grrf/Red as before and the N u w expression comes 
from equation (5), (11), or (17), depending on the ranges of 
Red and Grd . Equation (18) correlates well with available 

analytical results of Badr (1983, 1984) and experimental data 
of Oosthuizen and Madan (1970, 1971) and of Nakai and 
Okazaki (1975a, 1975b) and is accurate to within 6 percent for 
the assisting flow and to within 8 percent for the cross flow, as 
can be seen from Fig. 4. However, for better accuracy, it is 
recommended that the individual correlation equations for the 
various ranges of Red and Grd be adopted. 

As mentioned in the introduction, the correlation equations 
proposed by Churchill (1983) display a large scatter in the data 
and hence are not as accurate as the correlations presented in 
this note. For example, for the case of assisting flow from an 
isothermal horizontal cylinder, Churchill's (1983) general cor
relation has an error of 15.3 percent for the average Nusselt 
number in comparison to the data of Oosthuizen and Madan 
(1970) for Grd = l x l 0 5 and Red = 1.445 x 102. The present 
correlation predicts the average Nusselt number to within 1.57 
percent error for the same experimental parameters. 

(B) Spheres in Crossflow. Mixed convection flow across 
spheres exhibits features similar to those of horizontal 
cylinders in crossflow. Measurements of the average Nusselt 
numbers for spheres in mixed convection air flow (Pr = 0.7) 
were reported by Yuge (1960) for assisting, opposing, and 
cross flows in the domain where 3 .5<Re d <5.9x 103 and 
l < G r d < 1 0 5 . His measured results can be correlated by the 
following expressions: 

For both assisting and cross flows (<t> = 0 and 90 deg) : 

(Nurf - 2) / (Nu^ - 2) = [1 + (0.795ft)3-5]1/35 (19) 

(20) 

(21) 

For opposing flow (<f> = 180 deg) : 

(Nud - 2)/(mdF - 2) = [1 - (0.795O)3]1/3 

when0.795fi<land 

(Nurf - 2)/(Nud/? - 2) = [(0.795J])6 - 1]1/6 

when0.795Q>l. 
In equations (19)-(21), Q = (Grd/Red)1/4 as defined by equa

tion (6) and 

N u d F - 2 = 0.493Rey2 (22) 

for pure forced convection. In the correlations, all fluid 
properties are evaluated at the film temperature Tf. A 
reasonably good agreement exists between the measured 
results and the correlations, as can be seen from Fig. 5. 

Conclusion 
In this note, correlation equations for mixed convection 

flows across horizontal cylinders and spheres in air are 
presented for various ranges of Reynolds and Grashof 
numbers. These correlation equations can be readily employed 
to calculate the average Nusselt numbers for the two flow con
figurations at different flow domains. The correlations are 
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seen to agree well with experimental data. A single correlation 
equation for cylinders in both assisting and cross flows that 
covers the entire range of Reynolds and Grashof numbers is 
also presented. 
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QT = total net heat flow, W 
Re = vwS/v = Reynolds number 

u, v = vertical and horizontal com
ponents of velocity, m/s 

vw = seepage velocity, m/s 
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0 = zeroth-order 
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Subscripts 
1,2 = hot, cold fluid 

L = based on L 
c = critical 
e = effective 
/ = fluid 

x, y, rj = x, y, •« derivatives 

1 Introduction 
The natural convection heat transfer about both sides of 

vertical walls without any seepage has been studied (Lock and 
Ko, 1973; Anderson and Bejan, 1980; Viskanta and Lankford, 
1981; Sparrow and Prakash, 1981) and the effects of the wall 
thickness and thermal conductivity on the local and average 
heat transfer rates have been determined. Viskanta and 
Lankford (1981) have concluded that in predicting the heat 
transfer rate through the wall, for low-thermal-conductivity 
walls the a priori unknown wall surface temperatures can be 
estimated as the arithmetic average of the reservoir 
temperatures without loss of accuracy (for most practical 
situations). Sparrow and Prakash (1981) treated the surface 
temperature as variable but used the local temperature along 
with the available isothermal boundary-layer analysis for 
determination of the local heat transfer rate and found this to 
be reasonable at relatively low Grashof numbers. 

In this study the heat transfer rate between two reservoirs of 
different temperatures connected in part through a permeable 
membrane is analyzed. Rather than solving the complete 
problem numerically for the three domains (fluid-wall-fluid), 
the available results on the effects of suction and blowing on 
the natural convection boundary layer are used in an analysis 
of the membranes with low thermal conductivity and small 
seepage velocities, which are characteristic of the membranes 
considered. This will lead to rather simple expressions for the 
determination of the heat transfer rate. Figure 1 gives a 
schematic diagram of the problem considered. 

2 Analysis 
2.1 Fluids. The presence of suction and blowing is accom

modated using the first-order expansion solution given by 
Sparrow and Cess (1961), which uses a perturbation parameter 

f =
 v»x .._ R e x / §

 m 
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Lankford (1981) have concluded that in predicting the heat 
transfer rate through the wall, for low-thermal-conductivity 
walls the a priori unknown wall surface temperatures can be 
estimated as the arithmetic average of the reservoir 
temperatures without loss of accuracy (for most practical 
situations). Sparrow and Prakash (1981) treated the surface 
temperature as variable but used the local temperature along 
with the available isothermal boundary-layer analysis for 
determination of the local heat transfer rate and found this to 
be reasonable at relatively low Grashof numbers. 

In this study the heat transfer rate between two reservoirs of 
different temperatures connected in part through a permeable 
membrane is analyzed. Rather than solving the complete 
problem numerically for the three domains (fluid-wall-fluid), 
the available results on the effects of suction and blowing on 
the natural convection boundary layer are used in an analysis 
of the membranes with low thermal conductivity and small 
seepage velocities, which are characteristic of the membranes 
considered. This will lead to rather simple expressions for the 
determination of the heat transfer rate. Figure 1 gives a 
schematic diagram of the problem considered. 

2 Analysis 
2.1 Fluids. The presence of suction and blowing is accom
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nsulation 

0 1 

Fig. 1 Schematic oi the problem considered 

The expansions used are 

and 
0 0 

Their results for Pr = 0.72 (which was reproduced for valida
tion) and those obtained numerically here (using a modified 
Runge-Kutta method) for other Prandtl numbers are given in 
Table 1. The dimensionless local heat transfer rate is 

Nu ,= -
Gr> r 

-[fl°(O) + 0»(O) 
Rex/6 

23/2Gr1/4 • ] -
hx_ 

(2) 

2.2 Membrane. For a prescribed and uniform seepage 
velocity the energy equation is 

PedY = eYY + A26xx (3) 

For values of A2 <K 1, the last term makes a negligible con
tribution and is omitted. The thermal boundary conditions at 
any vertical position x are continuity of temperature and heat 
flux. By applying equation (2) for the interfacial heat flux, we 
have 

Nu,,, 
xka 

8k 

[l-0(O)] = Bi, [ l -0(O)]=-0y(O) 

Nux,2 —&- 0(l) = Bi20(l) = - M l ) 
xk, 

(4) 

(5) 

where ke is the effective stagnant thermal conductivity of the 
porous medium and is usually determined experimentally. The 
solution is 

Table 1 Numerical results for suction or blowing 

Pr «2(0) A(0) 'm »J(0) 4,(Q) 
0.1 
0.72 
1.0 

10 
100 

-0.2315 
-0.5044 
-0.5670 
-1.169 
-2.191 

0.8559 
0.6759 
0.6421 
0.4193 
0.2520 

0.2043 
1.401 
1.931 

18.40 
180.4 

0 (7 )= -
\ B i , / 

l - e P e - P e 
/ 1 e P e \ 

VBi7 IH^/ 

-0.9967 
-0.3175 
-0.1583 
1.664 
6.724 

(6) 

and the two derivatives appearing in equations (4) and (5) are 

Pe 
eY(0)= ^ — (7) 

l - e P e - P e f — + - ^ — ) 
VBii Bi2 / 

(8) 

2.3 System. The local surface temperatures, 0(0) and 0(1), 
and the local heat transfer coefficients, Bi! and Bi2, are not 
known a priori and must be determined by trial and error. The 
four equations needed for this determination are equations 
(4), (5) and equation (2) written for the two sides. The final 
forms of these four equations are 

Bi ,+-
Pe 

[ l - 0 ( O ) ] [ l - e - - P e ( ^ + ^ L - ) ] 
= 0 

Bi,+-
P e e p 

^ - ^ - K B T W ) ] 
- = 0 

(9a) 

(9b) 

Bi,«i , Gri' Gii
L

/i/x\-1M 

02(0) 

Re 
+ 0 (̂0) 

A 2 ^ G r n ( ^ - ) 3 / 4 [ l - 0 ( O ) ] ^ _ 

= 0 (9c) 

BJ2K2 OrJ3 (-r) 0(1)' «2(0) 

i(0) 
Re 

A 23/2Gr}/4. 0-T): 0(1)1/4 J 

(9d) 

Note that equation (9c) is written for blowing and equation 
(9d) for suction. 

2.4 Seepage Velocity for a Nearly Adiabatic Wall. The 

dimensionless local net heat flux to the cold reservoir is 

^ r = [Pe + Bi2(x)]0(l) (10) 

and for zero local net heat transfer it is required that 

P e = - B i 2 ( * ) (11) 

This condition requires that the thermal energy arriving in the 

Journal of Heat Transfer MAY 1988, Vol. 110/515 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Figure 2 gives the results for A = 0.05, Kt = K2 = 2, and Grz 

Pr-0.7 

A-0.05 

K,- K2-2 

Gr, 

Bi(Pe-O) 

IPe-0 

! / 

Bi, Bi2 
Bi,(Pe-0) Bio(Pe-O) 

Fig. 2 Variations of temperature and normalized heat transfer coeffi
cient on both sides of the membrane 

Pe„ 
• Expansion Solution 

^^-~-^^~" Equation ( 14) 
Pr-0.7 
A-0.05 
K,-K2-2 
QrL |-GrL 2-QrL 

Fig. 3 Comparison between the result of thin membrane approxima
tion (equation (14)) and the result of the more rigorous prediction (equa
tions (9a-d) and (12)) 

boundary layer of the cold reservoir be returned through 
seepage. 

In light of the uniform seepage velocity considered and the 
vertical nonuniformity of Bi2, an average seepage velocity 
resulting in an adiabatic condition along the entire length of 
the membrane does not exist. As an approximation, a uniform 
seepage velocity is defined as 

Pecf d(\)d(x/L)=-\ m2(x)6(l)d(x/L) (12) 

Note that this averaging of the heat flow is not physically 
achievable, because over a portion of the wall it requires 
seepage heat flow in excess of that conducted through the 
wall. For a more accurate analysis of the adiabatic wall, 
variable seepage velocities such as those given by 
Vedhanayagam et al. (1980) must be considered. 

3 Results and Discussion 

3.1 Vertical Temperature Distribution. In order to assess 
the extent of vertical variations in 0(0), 6(1), Bi,, and Bi2, the 
case of presence of a gas (at near standard conditions) on both 
sides of a low-conductivity membrane has been considered. 

Gr, 4 x 106. The uniform seepage is in the negative y 
direction, i.e., Pe < 0. For Pe = 0, it is expected that the 
temperature drop across the membrane 0(0) -0(1) will be 
nearly uniform along most of the membrane, except at the 
ends (at the leading edge of each boundary layer), where it 
becomes large. This trend is found in Fig. 2 for Pe = 0. The 
results also show that except for these leading edge portions, 
the temperature along either side of the membrane is nearly 
uniform. For seepage occurring counter to the temperature 
gradient (i.e., Pe < 0) on the left-hand side, the blowing 
causes a thickening of the boundary layer and the local Biot 
number becomes smaller than its Pe = 0 counterpart. The ver
tical variation in the normalized Bi[ shows a similar trend with 
the maximum reduction in the normalized Biot number occur
ring at the trailing edge. An opposite trend is found for the 
suction on the right-hand side of the membrane. Again, except 
for the small segments near the ends the quantitites of interest, 
i.e., 0(0), 0(1), normalized Bij and Bi2, are nearly uniform. 
Note that both Bit and Bi2 vary along the wall and based on 
the results given in Fig. 2 their variations are similar to those 
for the case of Pe = 0 (i.e., h decreases in proportion to the 
1/4 power of the distance from the leading edge). 

3.2 Critical Seepage Velocity. The dimensionless, total 
heat flow is the integral of equation (10) over the entire length, 
i.e., 

(13) QT= \ (Pe + Bi2)0(l)rf(x/Z,) 
Jo 

Figure 3 shows the variation in Pec with respect to GrL 

(= GrL , = GrL 2) for the system considered in Fig. 2. The 
symbols are for the solutions to equations (9a-d). Also shown 
is an approximation based on neglecting the effect of suction 
on Bi2 and taking 0(1) = 0.5. This approximation is obtained 
by integration of equation (9d) and gives 

4 A 0»(O) 
- P e , = Bi2,c= — 

«2 

-(0.5)1/4Gr»^ 

: = O.79-^-0°(O)Gr 1/4 
1,2 

(14) 

(15) 

As is evident, for relatively small values of G r t 2 , good 
agreement exists between this approximation and the results 
based on the inclusion of the effect of Pe on 0(1) and Bi(2). As 
G ^ 2 increases these effects become significant and equation 
(14) becomes less accurate. In general, for accurate estimates 
of Pec, equations (9a-d), which include the effects of suction 
or blowing and heat conduction in the membrane, should be 
solved simultaneously. 
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gravitational acceleration 
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Introduction 
Fluid currents formed in a fluid-saturated porous medium 

during convective heat transfer have many important applica
tions, such as oil and gas production, cereal grain storage, 
geothermal energy, and porous insulation. This investigation 
considers the numerical solution of the steady-state 
streamlines and isotherms formed by the convective and con
duction heat transfer in an air-solid porous medium in an 
enclosed, short, vertical cylinder. The porous medium is con
sidered to be generating heat uniformly throughout its 
volume. 

Hardee and Nilson (1977) investigated internal heat genera
tion in porous media in rectangular and cylindrical enclosures, 
where the vertical walls and bottoms were insulated and the 
tops were held at a constant temperature. They found the 
temperature difference across the porous bed agreed well with 
the experimental work of Buretta and Berman (1976) and 
Elder (1967). 

Beukema et al. (1982) were concerned with a situation 
similar to that considered here, modeling the heat transfer in 
stored food products. They determined numerically and ex
perimentally the heat transfer characteristics of a rectangular 
parallelepiped with all surfaces isothermal, filled with a model 
porous medium material that had a heat capacity and dimen
sions similar to those of agricultural products. The convective 
heat transfer was monitored by following the steady-state pro
file of dimensionless temperature along the central vertical 
axis with varying heat generation rates. 

Gartling (1980) analytically solved the temperature and flow 
patterns of a heat-generating fluid in a right cylinder with 
isothermal sides. As the Rayleigh number was increased, the 
maximum temperature moved off the centerline of the 
cylinder. The flow patterns remained single cell up to a 
Rayleigh number of 1.4 X 105. Between Ra = 1.4 x 105 and 
Ra = 2.85 x 105, a second flow cell formed at the upper 
centerline. 

The situation considered here is a vertical cylinder contain
ing an internally heat-generating porous medium. The cylinder 
side and top are isothermal and at the same temperature. The 
bottom surface of the cylinder is adiabatic. These boundary 
conditions simulate those occurring in a food storage bin with 
its bottom insulated by the ground and the top and side re
maining at the ambient temperature. For the fluid, the ther
mophysical properties of air are used and for the porous 
medium a range of thermophysical properties typical of food 
products (Beukema et al., 1983; Thompson et al., 1971; Sinha 
and Muir, 1973; Patterson et al., 1971) is used. 

Numerical Model 

The system modeled is a vertical right circular cylinder of 
radius R and height H. The cylinder was assumed to be filled 
with spheres having bulk thermophysical properties typical of 
agricultural products. The fluid and solid were assumed to be 
in thermal equilibrium. Using the Boussinesq approximation 
and the stream function \j/ in the Darcy equation, with the non-
dimensional terms 

r = f/R, z = i/R, $ = $/{aR), 6 = {T-T<x>)/(q'" RH/km), 

andt = at/R2 

results in the single nondimensional energy equation 

dd 

(1) 

1 

r 

d^ 

dz 

de 

dr 

-i 

i d\p de 

r dr dz 

d2e R 
— _ - i 

l d / de 

r dr \ dr 

dz2 H 

where a = (pcp)m/(pcp)f. 

The nondimensional momentum equation becomes 
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The coefficient of 39/dr is the Rayleigh number 

Ra= gMW 
vfakm 

The boundary conditions assumed were an isothermal 
cylinder side and top and an adiabatic cylinder bottom. 
Stream function values at the cylinder surfaces and axial 
centerline were set equal to zero, which allowed for slip flow 
to occur at all surfaces. Thus, the boundary conditions and in
itial condition for equation (1) are 

0(1, z, 0 = 0 
6{r,H/R, 0 = 0 

d8(r, 0, t)/dz = 0 
361(0,2, t)/dr = 0 

6(r,z,0) = 0 

and the boundary conditions for equation (2) are 

Mr, o,o=o 
\fr(r,H/R, 0 = 0 

iW.Z, 0 = 0 

0(0, z, 0 = 0 
The Nusselt number was defined similarly to Tveitereid 

(1967) as 

Nu = — (4) 
<t> 

where <f> is the volume-averaged mean temperature difference 
between the porous medium in the cylinder and the boundary 
temperature and 4>0 is the temperature difference in the case of 
pure conduction. 

Equations (1) and (2) were expressed in transient, finite dif
ference form and i/- and 8 solved for explicitly, for H/R = 2. 
Equation (1) was used to obtain 6, which were then substituted 
into equation (2) to obtain new \j/ values. This process was con
tinued until the 8 and \p values reached equilibrium. 
Equilibrium was defined as the point where the temporal 
change in 8 was less than 10~6 times the value of 6. If the 
(di/dz) (d8/dr) and (3i/73r) (30/3z) terms in equation (2) 
are expressed by the combined central, upwind difference 
scheme proposed by Patankar (1981), the Nusselt number, 8, 
and i/< values obtained by using central differencing differ by 
less than 0.1 percent from those obtained by upwind differenc
ing, but the scheme is sometimes unstable. For simplicity and 
stability, upwind differencing was used for the calculations 
where convection was present and central differencing was 
used to calculate the temperature difference expected if con
duction was the only mode of heat transfer. A grid size of 31 
x 61 was used. Larger grid sizes showed that the Nusselt 
number results changed less than 1 percent with a doubling of 
the grid size. 

Discussion and Results 
As expected from the definition of the Rayleigh number, 

convection increased with increasing heat generation rate and 
permeability and decreased with increasing bulk thermal con
ductivity and outside boundary temperature. The results of 
Nu for thirty simulations of Ra are shown in Fig. 1. 

The effect of a different porosity at the boundaries (bound-
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Fig. 1 Nusselt number results for the range of Rayleigh numbers 
investigated 

ary effects) was tested by calculating a boundary cell porosity 
of 0.524 by assuming a stacked sphere arrangement at the 
cylinder wall and top surface. This compares to a value of 
0.43, which was used for the remainder of the cylinder and all 
other simulations. New values of bulk thermal conductivity, 
heat capacity, density, and permeability were calculated from 
the new porosity and used for the boundary cell on the 
cylinder side and top. The grid size was expanded to 91 x 181, 
where the cell width was equivalent to approximately two 
sphere diameters and the cell boundary volume at the top and 
side of the cylinder was approximately 2.5 percent of the total 
cylinder volume. The Nusselt numbers resulting from the in
clusion of the increased boundary layer porosity were within 1 
percent of the Nusselt numbers obtained in the previous cases, 
where no changes in porosity were assumed at the boundary. 

At Ra = 221.9 the maximum temperature (37.9°C for 
7,

00=21.°C) moves off the bottom of the cylinder. The 
isotherms become compressed near the top of the cylinder and 
skewed from the horizontal direction. The streamline center 
moves upward from the conduction solution (Stewart and 
Dona, 1986), indicating the rising center of air movement and 
the shifting upward of the maximum temperature. 

As Rayleigh number increases the isotherms are further 
compressed on both the top and side of the cylinder. The 
isotherms also become more skewed out toward the cylinder 
side. The streamline center correspondingly moves upward 
and outward. The maximum temperature in the cylinder at Ra 
= 1775 was 100°C for T„ = 10°C. 

As the center of air movement continues to move outward 
with increasing Rayleigh number, the velocity of the air at the 
centerline decreases. At approximately Ra = 6700, the veloci
ty at the top center of the cylinder slows enough so the 
buoyancy forces overcome the inertial forces. As the max
imum temperature in the cylinder moves off the center axis 
(Fig. 2), the cooler, more dense air near the upper centerline of 
the cylinder begins to move downward in the opposite direc
tion of the air being carried upward in the main convection 
cell. This results in the formation of multicellular, reverse flow 
near the centerline (Fig. 3). The maximum internal 
temperature was 240°C for Tx = 33°C. 
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Fig. 3 Dimensionless streamlines for Ra = 6717 

The results presented here do not include inertia effects. 
Different inertia expressions have been suggested as modifica
tions to the Darcy flow equations. Drew and Segal (1971) have 
proposed a VAV term while Irmay (1958), working with 
packed beds, has proposed a term of the form V\V\. Irmay's 
general equations have been extended by Patterson et al. 
(1971) specifically to packed beds of corn. Their formulation 
is used here to evaluate the relative importance of the inertia 
effects. 

The equation of Patterson et al. (1971) for the pressure drop 
through packed beds of biological products is of the form 

AP=Au + Bu2 

(1-e)2 h 
A = kE 150 — n —-

(5) 

B = kF 1.75 
1-e h 

•Pf 

AP = pressure drop across the bed 
h = bed height 

kE = Ergun product constant 
u = velocity 

The Darcy flow velocity term Au in equation (5) 
predominates at low velocities. As the velocity increases, the 
Bu2 term becomes more significant, and it predominates for 
higher velocities. 

To evaluate the relative importance of excluding the inertia 
forces from equations (3) and (4), average values of axial 
velocities in the cell nearest the side boundary were calculated. 
This cell was used because the radial velocity at the cylinder 
sides is small, thus approximating one-dimensional flow. The 
velocity at the side boundary is also the largest in magnitude 
anywhere in the cylinder, resulting in potentially the greatest 
effect due to neglect of inertia terms. 

These average velocities were used to calculate Reynolds 
numbers and ratios of Bu2 to Au terms for different Rayleigh 
numbers. For Re < 1 (Ra < 457), the ratio Bu2/Au is 0.02 or 
less. For 1 < Re < 10 (Ra = 7000) the magnitude of Bu2/Au 
ranged from approximately 2 percent to 15 percent. These 
results agree qualitatively with Irmay's (1971) predictions of 
the Bu2 term being negligible for Re < 1 but becoming signifi
cant for Re > 1. 

The accuracy of the numerical method was assessed by per
forming an energy balance on the whole cylinder, to see if the 
heat loss through the boundaries equaled the total heat 
generated. For seven simulations between Ra = 53 and Ra = 
7400, the differences between heat loss at the boundary and 
the total heat generated varied between 1.7 percent at Ra = 53 
and 7.1 percent at Ra = 1052. These heat balance results show 
reasonable numerical accuracy. 

Conclusions 
Numerical results have been obtained using the Darcy for

mulation for a fluid-saturated heat-generating porous medium 
contained in a finite vertical cylinder over a range of modified 
Rayleigh numbers. The stream function formulation of the 
governing equations was solved using the explicit transient, 
finite difference technique. Compression of isotherms near the 
top and side of the cylinder occurred as Rayleigh number in
creased. Single-cell flow occurred until a Rayleigh number of 
approximately 7 x 103 was reached, whereupon a smaller, 
reverse flow region formed near the centerline. This flow tran
sition was accompanied by the movement of the maximum 
cylinder temperature off the cylinder centerline. Convection 
increased with increasing heat generation rate and permeabili
ty and decreased with increasing bulk thermal conductivity 
and boundary temperatures. 
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Melting of a Solid in Porous Medium Induced by Free 
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Subscripts 

Nomenclature 
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Nu 
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T 
u 

x = 
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5 = 
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p = 
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heat capacity 
function of the similarity variable 
gravitational acceleration 
effective thermal conductivity 
permeability 
latent heat of fusion 
melting parameter, equation (23) 
Nusselt number, equation (26) 
dimensionless group, equation (25) 
heat transfer rate 
dimensionless group, equation (24) 
Rayleigh number in the ambient 
fluid, equation (12) 
Rayleigh number in the melt, equa
tion (4) 
temperature 
velocity component in the x 
direction 
velocity component in the y 
direction 
coordinate parallel to the melting 
front, Fig. 1 
coordinate parallel to the melt/am
bient interface, Fig. 1 
coordinate normal to the melting 
front 
effective thermal diffusivity 
coefficient of thermal expansion of 
the ambient fluid 
inclination angle, Fig. 1 
melt layer thickness 
similarity variable 
dimensionless temperature 
fluid dynamic viscosity 
fluid kinematic viscosity 
fluid density 
stream function 
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a 
a<x> 

m 
mh 

ms 
0 

pertaining to the ambient fluid 
pertaining to the region of the am
bient fluid outside the thermal 
boundary layer 
denoting the melt layer 
denoting the edge of the melt layer 
0 = 5) 
denoting the melting front (y = 0) 
denoting the region of the solid far 
from the melting front 

1 Introduction 
Buoyancy-driven flow from a vertical flat plate in porous 

medium was investigated first by Cheng and Minkowycz 
(1977). Their results were extended later to the case of cold 
water natural convection by Ramilison and Gebhart (1980). In 
two recent studies Epstein and Cho (1976) and Kazmierczak et 
al. (1986) studied theoretically the effect of forced and natural 
convection, respectively, on the phenomenon of melting from 
a flat plate embedded in porous medium. 

The present study pertains to a different class of melting 
problems in porous medium. Unlike the above studies where 
both the solid and the liquid phase are of the same substance, 
here melting from a vertical flat plate is initiated by a warm 
fluid that is dissimilar to the solid phase it surrounds. 
Therefore, the liquid in the melt layer is dissimilar to the warm 
liquid outside the melt layer. Of particular interest to the 
present study is the case where the density difference between 
the melt and the ambient fluid is considerably greater than 
that caused by thermal expansion. Hence, the buoyancy force 
responsible for the motion in the melt layer originates from 
differences in material densities and not, as is customarily 
assumed, from temperature differences. Regarding the warm 
ambient fluid responsible for the initiation and continuation 
of the melting phenomenon, it is assumed that the temperature 
gradients existing in the vicinity of the interface between the 
ambient fluid and the melt region drive a natural convection 
flow inside the ambient fluid near the melt/ambient fluid in
terface. This flow is taken into account and its effect on the 
melting phenomenon is thoroughly investigated. The main ap
plication of the basic research reported in this paper is in 
geophysical heat transfer where melting of the type studied 
here may occur, resulting in the spreading of pollutants. 

2 Mathematical Model 
Figure 1 depicts the melting of a vertical surface in porous 

medium when the melt and the warm ambient fluid are 
dissimilar. It is assumed that the melt density is considerably 
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Fig. 1 Schematic of melting of a flat vertical plate in a porous medium 
saturated with a dissimilar fluid 
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1 Introduction 
Buoyancy-driven flow from a vertical flat plate in porous 

medium was investigated first by Cheng and Minkowycz 
(1977). Their results were extended later to the case of cold 
water natural convection by Ramilison and Gebhart (1980). In 
two recent studies Epstein and Cho (1976) and Kazmierczak et 
al. (1986) studied theoretically the effect of forced and natural 
convection, respectively, on the phenomenon of melting from 
a flat plate embedded in porous medium. 

The present study pertains to a different class of melting 
problems in porous medium. Unlike the above studies where 
both the solid and the liquid phase are of the same substance, 
here melting from a vertical flat plate is initiated by a warm 
fluid that is dissimilar to the solid phase it surrounds. 
Therefore, the liquid in the melt layer is dissimilar to the warm 
liquid outside the melt layer. Of particular interest to the 
present study is the case where the density difference between 
the melt and the ambient fluid is considerably greater than 
that caused by thermal expansion. Hence, the buoyancy force 
responsible for the motion in the melt layer originates from 
differences in material densities and not, as is customarily 
assumed, from temperature differences. Regarding the warm 
ambient fluid responsible for the initiation and continuation 
of the melting phenomenon, it is assumed that the temperature 
gradients existing in the vicinity of the interface between the 
ambient fluid and the melt region drive a natural convection 
flow inside the ambient fluid near the melt/ambient fluid in
terface. This flow is taken into account and its effect on the 
melting phenomenon is thoroughly investigated. The main ap
plication of the basic research reported in this paper is in 
geophysical heat transfer where melting of the type studied 
here may occur, resulting in the spreading of pollutants. 

2 Mathematical Model 
Figure 1 depicts the melting of a vertical surface in porous 

medium when the melt and the warm ambient fluid are 
dissimilar. It is assumed that the melt density is considerably 
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Fig. 1 Schematic of melting of a flat vertical plate in a porous medium 
saturated with a dissimilar fluid 
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smaller than the ambient fluid density. This accounts for the 
upward motion of the melt layer. On the other hand, the 
temperature of the ambient fluid in the vicinity of the melt 
layer is affected by the melting phenomenon. This cooling ef
fect results in a downward moving, temperature-driven, 
natural convection boundary layer in the, ambient fluid near its 
interface with the melt layer. Fingering between the two 
counterflowing layers is not likely to occur because of the 
large density difference between the two fluids. This point has 
been proven experimentally and theoretically for the counter
part of this problem in classical fluids (Chen et al., 1986). 

To model fluid flow problems in porous media, 
volumetrically averaged equations are customarily used. This 
approach will be adopted here, as well. Hence, the moving in
terface phenomenon of the present problem is similar to the 
same phenomenon evolving in a continuum medium (melting 
in classical fluids, for example). The governing equations in 
the melt region and in the ambient fluid are based on the Dar-
cy flow model (Cheng, 1979). This model works well within its 
range of validity and has been used extensively for modeling 
boundary layer flows in porous media with considerable suc
cess. However, it is worth recognizing that when dealing with 
a sparsely packed porous matrix, taking into account the 
macroscopic shear yields a better approximation of the near-
wall region. Our work pertains to a densely packed porous 
matrix. In addition, no solid wall is present causing imperfec
tions in the packing of the porous medium. Our model 
simulates the movement of the melting interface in a uniform, 
solid, densely packed porous matrix. 

Several assumptions are made to establish mathematical 
tractability in the problem. First, since the solid boundary is 
gradually receding, the coordinate system (Fig. 1) should be 
time dependent. However, in the limit of slow melting rate, it 
is reasonable to consider the melting process as quasi-steady. 
Similar assumptions in melting problems have been adopted 
by Epstein and Cho (1976a, b), Roberts (1958), and Chen et 
al. (1986). Second, boundary layer flow and heat transfer are 
assumed to take place in both fluids. Third, the curvature of 
the melting interface as well as of the ambient fluid/melt inter
face is neglected in the manner proposed successfully by Chen 
et al. (1986), Epstein and Cho (1976a, b), and Taghavi-
Tafreshi and Dhir (1982). To this end the inclination angle y 
(Fig. 1) is assumed to be small, hence, cos 7 = 1 + 0(Y 2 ) . 
Fourth, the Boussinesq approximation is used to describe the 
temperature-driven natural convection process in the ambient 
fluid. Fifth, the volume change effect is neglected. 

With the help of the above assumptions, the mathematical 
model of the problem accepts a similarity solution. Since the 
Darcy flow model and the volumetrically averaged energy 
equation are used frequently in porous media convection 
studies and since the details of the similarity solution pro
cedure are described in the above-mentioned references, here 
we show only the final similarity equations and boundary and 
matching conditions. 

For the melt region the following variables are introduced: 

= Rai y 

tm=amRaXm2fmUm) 

T -T 

T -T 

(i) 

(2) 

(3) 

where the Rayleigh number Ram and the stream function i/„ 
are defined as 

Ra,„ = 
K(paa,-p,„)gx 

n dy 

(4) 

(5) 

dx 
(6) 

The quantities r\m and 8m are the similarity variable and the 
dimensionless temperature in the melt layer respectively, and 
fm(Vm) *s a function of rj„, related to the stream function 
through equation (2). Based on the above definitions, the 
transformed momentum and energy equations in the melt 
layer read f,=1 ( ? ) 

1 
Q'm= -y-fnfi'm (8) 

The primes denote differentiation with respect to t\m. The 
similarity transformation for the ambient fluid boundary layer 
is based on the following functions: 

1/2 y~5 

tf„ = a0RaJ'2/a(i,J 
T -T 

-* ms * 000 

where the Rayleigh number for the ambient fluid is 

R a -KS^(Tax-Tms)xt 

(9) 

(10) 

(11) 

(12) 

The notation used in equations (9)-(ll) is identical to that 
used in the melt layer with the subscript a denoting the am
bient fluid. The similarity equations for the ambient fluid are 

fa=ea (13) 

—2f"d" 
(14) 

The primes in the above equations denote differentiation with 
respect to t]a. To complete the similarity transformation, the 
boundary and matching conditions are written in terms of the 
similarity functions as well 

, = 0 (15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

No details on the boundary and matching conditions are given 
here for brevity. The physical meaning of these conditions has 
been discussed in Kazmierczak and Poulikakos (1987), Epstein 
and Cho (1976a, b), and Taghavi-Tafreshi and Dhir (1982a, 
b). 

Three new dimensionless groups appeared in the similarity 
equations and are defined as follows: 

Cm \ -* ffoo * ms) 

vm = Q \ 

Vm = Vmi 

and -< 

Va = 0 

Va-°° 

fm+2M6m = ( 

at ^mb 

'" 1M 

da=l-d,„ 

K = -p K 

Q 
fa=-jTea V 

[fa=0 

k=o 

M = -
L + Cs(Tms~T0) 

Km 
Q=-

-k Ha 

(T —T) Pa 

(23) 

(24) 

(25) 
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Fig. 2 Temperature variation across the two layers: (a) effect of M, (b) 
effect of Q, (c) the effect of P 

Physically the first parameter represents the strength of the 
melting phenomenon and the second parameter the ratio of ef
fective thermal conductivities in the melt and in the ambient 
fluid. The third parameter involves ratios of several properties 
in the melt and in the ambient fluid. Note that in the limit of 
no melting, M — 0, P — 1, Q — 1. 

The numerical solution of equations (7), (8), (13), (14), 
(15)-(22) is obtained with the help of a shooting scheme in
volving the fourth-order Runge-Kutta method (Ferziger, 
1981). At first, 0^,(0) is guessed. Based on this guess/m(0) is 
obtained from equation (16) and i\mi from equation (17). 

Next, the numerical integration of equations (7) and (8) is per
formed starting at i?m = 0 and ending at r/m = t\mh. Using the 
calculated values for dm and d'm at r\mi, the matching condi
tions (18)-(20) yield 0B, B'a, and/a at rj„ = 0 (or rjm = i\m&). 
This information makes possible the numerical integration of 
equations (13) and (14) from -qa = 0 to i\a — oo. At the edge of 
the ambient fluid boundary layer, conditions (21) and (22) are 
checked. The guessed value of d'm (0) is continuously adjusted 
and the entire process described above is repeated until these 
conditions are satisfied. 

The heat transfer results of this study are reported with the 
help of the local Nusselt number, defined as 

Nu = - q"x 
\ •* floo J msf ^n 

-•K(0) Ra1 (26) 

3 Results and Discussion 
The main results of this study document the temperature 

field and heat transfer inside the two boundary layers. We 
chose to report temperature profiles in the following manner: 
Both the temperature variation in the melt and in the ambient 
were reported in the same graph. Solid lines were used for the 
melt and dashed lines for the ambient fluid. The abscissa for 
the melt is t\m and for the fluid i?m6 + ij0. Note that since i\a = 
0 at the interface, the above decision was necessary to avoid 
discontinuities in the numbers of the abscissa scale. Finally, to 
report a dimensionless temperature variation that is 
qualitatively similar to the real temperature variation we plot
ted the quantity 1 - 0a for the ambient fluid instead of the 
quantity 6a. From equations (3) and (11) it can be easily de
duced that 6m and 1 - 6a are the results of the same non-
dimensionalization (by using the same reference quantities) of 
the real temperatures in the melt and in the ambient regions. 

Figures 2(a) shows the effect of the parameter M on the 
temperature variation in the system. Increasing M increases 
the thickness of the melt layer. This result makes sense 
physically and is readily explained with the help of the defini
tion of M(equation (23)). Increasing Mimplies the presence of 
warmer ambient fluid or smaller latent heat or fusion. Both 
these factors enhance the melting phenomenon and yield a 
thicker melt layer. An increase in the temperature difference 
across the melt layer is also observed as M increases. 

Next, the effect of the parameter Q on the temperature 
distribution in the system is illustrated (Fig. 2b). Increasing Q 
appears to increase the thickness of the melt layer as well as 
the temperature difference across the layer. An additional fact 
that is obvious in Fig. 2(b) is that increasing Q yields a steeper 
temperature gradient at the wall. This effect is the opposite of 
what was observed in Fig. 2(a), where increasing M decreased 
the wall temperature gradient. 

The impact of the parameter P on the temperature distribu
tion is illustrated in Fig. 2(c). The parameter P affects the 
temperature field in a different manner from parameters M 
and Q. Increasing P yields a thinner melt layer and con
siderably decreases the temperature difference across the melt 
layer. This behavior is exactly the opposite from what was 
discussed in connection with the parameter Q. 

Attention is next shifted to discussion of results pertaining 
to the heat transfer at the melting front. Figure 3(a) shows the 
effect of Mon local heat transfer rate. The solid lines are for a 
fixed value of Q and different values of P and the dashedJines 
for a fixed value of P and different values of Q. Except for 
large values of Q (Q = 5, 10) it appears that Nu decreases as 
the melting parameter increases. It is worth noting that in the 
limit of no melting (M = 0, P = Q = 1) the well-known value 
of Nu/Ra1/2 obtained by Cheng and Minkowycz (1977) is ap
proached. Increasing P for fixed Q significantly decreases the 
heat transfer for all values of M. Increasing Q for fixed P, on 
the other hand, increases the heat transfer. An important 
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A Note on the Scale Analysis of Phase Change 
Problems 
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result is that for large values of Q the dependence of Nu on M 
becomes nonmonotonic. As M increases, Nu increases until a 
maximum is reached, after which Nu decreases. This max
imum shifts to the left as Q increases. From a physical stand
point this result means that if the effective thermal conductivi
ty in the melt is large relative to the effective thermal conduc
tivity in the ambient fluid, an optimum melting rate exists that 
maximizes the heat transfer at the melting front. 

The parameters Q and P affect Nu in opposite ways (Fig. 
3b). Increasing Q increases Nu while increasing P decreases 
Nu. The effect of Q is weak. For values of Q less than unity 
Nu is practically independent of Q. 

4 Concluding Remarks 
In this paper, the problem of melting of a vertical flat sur

face in porous medium initiated by a warm dissimilar fluid 
was investigated. The driving mechanism of the flow in the 
melt was dominated by the density difference between the melt 
and the ambient fluid. The flow in the ambient fluid was a 
natural convection boundary layer driven by thermal buoyan
cy, in counterflow with the melt. 

The main results of this study provided information re
garding the temperature distribution in the melt and in the am
bient fluid and the heat transfer at the melting front. It was 
found that increasing the melting parameter M generally 
decreases the heat transfer in the melting front except for large 
values of Q. In this case the dependence of Nu on M was non
monotonic and featured a maximum. This maximum occurred 
at smaller values of M as Q increased. The dependence of Nu 
on Q was weak. Increasing Q increased Nu. Finally, increasing 
the parameter P reduced the heat transfer at the melting front. 
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The scaling technique used extensively by Bejan (1984) is ap
plied to a phase change problem recently investigated by 
Cheung (1987). The scaling methodology is a speedy, approx
imate way of performing a parametric study within an order 
of magnitude of accuracy. Such a study is presented in this 
note for examining the growth of a solidified freeze-coat layer 
on the surface of a chilled continuous plate moving steadily 
through a quiescent warm liquid. Cheung (1987) studied this 
problem via a similarity analysis by a combined analyt
ical-computational scheme. His results are utilized as a basis 
for comparison with the predictions of the present scale 
analysis. 

A schematic of the system configuration is illustrated in Fig. 
1. The continuous plate moving steadily with a velocity U 
issues into a quiescent liquid through a slit (x = 0). The plate is 
prechilled and enters the liquid bath at a temperature Twi 
below the freezing point of the liquid Tf. The temperature of 
the ambient liquid bath is T„ > Ty. As indicated in Fig. 1, 8 (x) 
and 5T(x) are, respectively, the velocity and thermal bound
ary layer thicknesses of the fluid, which moves in the direction 
of the motion of the plate. The thickness of the freeze coat 
that forms as the liquid solidifies on the plate surface is 
denoted by s(x). The determination of the axial variation of 
s(x) represents the main objective of this note. Finally, p(x) 
denotes the heat diffusion penetration depth in the thick plate. 

Analytical Model 
With the coordinate frame fixed at the slit, the governing 

equations based on the assumptions stated in Cheung have the 
following form: 

Department of Mechanical Engineering, South Dakota State University, 
Brookings, SD 57007. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
13, 1987. Keywords: Materials Processing and Manufacturing Techniques, 
Modeling and Scaling, Phase-Change Phenomena. 

Journal of Heat Transfer MAY 1988, Vol. 110/523 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu/rta 

References 
Chen, M. M., Farhadieh, R., and Baker, L., Jr., 1986, "On Free Convection 

Melting of a Solid Immersed in a Hot Dissimilar Fluid," Int. J. Heat Mass 
Transfer, Vol. 29, pp. 1087-1093. 

Cheng, P., and Minkowycz, W. J., 1977, "Free Convection About a Vertical 
Flat Plate Embedded in a Saturated Porous Medium With Application to Heat 
Transfer From a Dike," J. Geophys. Res., Vol. 82, pp. 2040-2044. 

Cheng, P., 1979, "Heat Transfer in Geothermal Systems," Advances in Heat 
Transfer, Vol. 14, pp. 1-105. 

Epstein, M., and Cho, D. H., 1976a, "Melting Heat Transfer in Steady 
Laminar Flow Over a Flat Plate," ASME JOURNAL OF HEAT TRANSFER, Vol. 98, 
pp. 531-533. 

Epstein, M., and Cho, D. H., 1976b, "Laminar Film Condensation on a Ver
tical Melting Surface," ASME JOURNAL OF HEAT TRANSFER, Vol. 98, pp. 
108-113. 

Ferziger, J. H., 1981, Numerical Methods for Engineering Applications, 
Wiley, New York. 

Kazmierczak, M., Poulikakos, D., and Pop, I., 1986, "Melting From a Flat 
Plate Embedded in a Porous Medium in the Presence of Steady Natural Convec
tion," Numerical Heat Transfer, Vol. 10, pp. 571-581. 

Ramilison, J. M., and Gebhart, B., 1980, "Buoyancy Induced Transport in 
Porous Media Saturated With Pure or Saline Water at Low Temperatures," Int. 
J. Heat Mass Transfer, Vol. 23, pp. 1521-1531. 

Roberts, A. L., 1958, "On the Melting of a Semi-infinite Body Placed in a 
Warm Stream of Air," Journal of Fluid Mechanics, Vol. 4, pp. 505-528. 

Taghavi-Tafreshi, K., and Dhir, V. K., 1982a, "Analytical and Experimental 
Investigation of Simultaneous Melting-Condensation on a Vertical Wall," 
ASME JOURNAL OF HEAT TRANSFER, Vol. 104, pp. 24-33. 

Taghavi-Tafreshi, K., and Dhir, V. K., 1982b, "Shape Change of an Initially 
Vertical Wall Undergoing Condensation Driven Melting," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 105, pp. 235-240. 

A Note on the Scale Analysis of Phase Change 
Problems 

(b) 

Fig. 3 (a) Effect of M on Nu; (b) effect of 0 and P on Nu 
A. Moutsoglou1 

result is that for large values of Q the dependence of Nu on M 
becomes nonmonotonic. As M increases, Nu increases until a 
maximum is reached, after which Nu decreases. This max
imum shifts to the left as Q increases. From a physical stand
point this result means that if the effective thermal conductivi
ty in the melt is large relative to the effective thermal conduc
tivity in the ambient fluid, an optimum melting rate exists that 
maximizes the heat transfer at the melting front. 

The parameters Q and P affect Nu in opposite ways (Fig. 
3b). Increasing Q increases Nu while increasing P decreases 
Nu. The effect of Q is weak. For values of Q less than unity 
Nu is practically independent of Q. 

4 Concluding Remarks 
In this paper, the problem of melting of a vertical flat sur

face in porous medium initiated by a warm dissimilar fluid 
was investigated. The driving mechanism of the flow in the 
melt was dominated by the density difference between the melt 
and the ambient fluid. The flow in the ambient fluid was a 
natural convection boundary layer driven by thermal buoyan
cy, in counterflow with the melt. 

The main results of this study provided information re
garding the temperature distribution in the melt and in the am
bient fluid and the heat transfer at the melting front. It was 
found that increasing the melting parameter M generally 
decreases the heat transfer in the melting front except for large 
values of Q. In this case the dependence of Nu on M was non
monotonic and featured a maximum. This maximum occurred 
at smaller values of M as Q increased. The dependence of Nu 
on Q was weak. Increasing Q increased Nu. Finally, increasing 
the parameter P reduced the heat transfer at the melting front. 

Acknowledgment 
Support for this research provided by NSF through grant 

number CBT-8451144 is greatly appreciated. 

The scaling technique used extensively by Bejan (1984) is ap
plied to a phase change problem recently investigated by 
Cheung (1987). The scaling methodology is a speedy, approx
imate way of performing a parametric study within an order 
of magnitude of accuracy. Such a study is presented in this 
note for examining the growth of a solidified freeze-coat layer 
on the surface of a chilled continuous plate moving steadily 
through a quiescent warm liquid. Cheung (1987) studied this 
problem via a similarity analysis by a combined analyt
ical-computational scheme. His results are utilized as a basis 
for comparison with the predictions of the present scale 
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1. The continuous plate moving steadily with a velocity U 
issues into a quiescent liquid through a slit (x = 0). The plate is 
prechilled and enters the liquid bath at a temperature Twi 
below the freezing point of the liquid Tf. The temperature of 
the ambient liquid bath is T„ > Ty. As indicated in Fig. 1, 8 (x) 
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boundary layer thickness 5 (x), and utilizing the flow bound
ary conditions (4a, b) results in 

Scaling 

or 

p — u2dy + p-—U2=-
dx is{x) dx 

the above equation yields 
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(11) 

To estimate the thermal boundary layer thickness bT(x), the 
integral form of the energy equation (3) is employed 
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For fluids with 5 > > b T or P r > > 1, u~U inside the thermal 
boundary layer, and the scale analysis gives 

2 x x 

bT 

x R e , P r 

5 

X 
for P r > > l 

(13) 

(14) 

dy s dy 

T-Twi asy p(x) 

It is noted that the normal velocity of the liquid at the 
solidification surface, due to volumetric changes upon freez
ing, is not accounted for in this analysis. 

Scale Analysis 

The governing system of equations ( l ) -(8) is solved approx
imately by the scale analysis. The analysis differs in a way 
from that described by Bejan (1984); here the scaling is done 
on the integral form of the governing differential equations 
rather than on the equations themselves. Such a procedure 
seems to be more direct and yields coefficients associated with 
the scaled terms. 

Integrating the momentum equation (2) over the flow 

This is in agreement with the Nusselt number trends for con
tinuous moving surfaces reported by Erickson et al. (1966) 
when 5 is set to zero. 

For fluids with 5 r > > 5 or P r < < 1, the integral vanishes 
for y>8 as the velocity vanishes. Thus , inside the flow 
boundary layer T~ Tf, and the scale analysis yields 

(15) 
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— + 2— 
X X 

(16) 

Combining with equation (11) one obtains 

8r 2 1 JT 

X Re v Pr 
for P r < < l 

2 s2 

• + —; 

(17) 

Rer 

In order to estimate the freeze-coat thickness s (x), the integral 
form of equation (5) is considered 

PsCpsU\ -^dy = k, 
v 0 

dT, 
(18) 

dx J "s dy IsU) s dy 

Using the Leibnitz rule, and substituting for the two conduc
tion terms from equations (6c) and (6b), respectively, one" can 
rewrite equation (18) as follows: 

pscpsu-
dx !

s(x) 

0 
Tsdy-PsCDSUT, f 

ds 

~dx 

dTw ds dT\ 
= PsUhir— + k—-\ -k„ 

J dx dy U(x) dy lo 

Equation (19) is then scaled to give 

(19) 
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where T^ (x) is the surface temperature of the plate at y = 0. 
In a similar manner, the integral form of the energy equa

tion for the plate, equation (7), can be expressed by 

d f 'pM dp 
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= - * , 
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and the scaled form as 
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(22) 

From equation (22), the heat diffusion penetration depth in 
the plate is given as 

P(x)~ 
2uKx 

U 
(23) 

The variation of the surface temperature of the plate is 
estimated from the scaling of equation (86) 

. ^ >v0 -* m , *f * u> 
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Substituting equation (23) into (24) and solving for 
gets 
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Finally, an estimate of the dimensionless freeze-coat thickness 
a may be obtained by substituting equations (14) or (17), (23), 
and (25) into (20) and rearranging 
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(26) 

where the thermal boundary layer thickness 5 r for high 
Prandtl number fluids was chosen from equation (14). 

The dimensionless parameters appearing in equation (26) 
are defined as 
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: thermal diffusivity ratio between 
freeze coat and fluid 

Equation (26) is of the form 

<j~F(Pr,Ste,P,y,as/a) (27) 

The scale analysis produced the same five parameters for the 
dependence of the freeze-coat thickness as those of Cheung, 
except that the density ratio ps/p due to volumetric changes 
has been neglected in the present study. 

Journal of Heat Transfer MAY1988.Vol.no/525 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://MAY1988.Vol.no/525


Results 
To assess the accuracy of the scale analysis employed in this 

note, the dimensionless freeze-coat thickness a, estimated 
from equation (26), is plotted in Figs. 2 and 3, and compared 
with the results of Cheung, who obtained the freeze-coat 
thickness from an accurate analytical-computational scheme 
based on a similarity transformation. The data of Cheung, 
plotted in Figs. 2 and 3 in this note, are from Figs. 5 and 6 in 
his paper. 

Figures 2 and 3 indicate that the scale analysis successfully 
predicts the functional dependence of the freeze-coat thickness 
on the various parameters implied by equation (27). As the 
physical trends have been discussed adequately by Cheung, 
only the accuracy of the procedure is further elaborated 
herein. As seen from the figures, the scale analysis consistently 
underpredicts the freeze-coat thickness. However, as can be 
attested from the figures, the accuracy of the scale analysis 
does not seem to depend strongly on the relative magnitude of 
the controlling parameters. Thus, in Fig. 2, which is for liquid 
superheat parameter /3 = 0.1, the scale analysis results seem to 
be shifted by about 30 percent down from those of Cheung, 
for Stefan numbers up to around 3 for both Prandtl numbers 
of 10 and 100, and thermal property ratios y of 0.01 and 1. As 
the scale analysis results level off faster than those of Cheung, 
the shift is about 40 percent at Stefan numbers of 10. The cor
responding shift in Fig. 3, which is for thermal property ratio 
7 = 0.01, is also about 30 percent up to Stefan numbers of 1, 
but increases again at Stefan numbers of 10 to about 50 and 40 
percent, respectively, for liquid superheat parameters /3 of 
0.01 and 1. 

Conclusions 
The scale analysis is applied to the integral form of the 

equations that govern the growth of a solidified freeze-coat 
layer. As little as the effort involved in employing the scaling 
technique is, it provides satisfactory estimates as evidenced 
from the present comparison. Finally, a noteworthy benefit of 
the scale analysis in phase change problems is that it provides 
the dimensionless parameters pertinent in similarity analyses. 
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Scales of Melting in the Presence of Natural Convection 
in a Rectangular Cavity Filled With Porous Medium 

P. Jany1 and A. Bejan2 

Introduction 

The problem of heat transfer during melting and solidifica
tion is relevant in numerous technical applications, for exam
ple, in the areas of thermal energy storage, food treatment, 
soil and groundwater physics, and the design of heat pump 
heat exchangers buried in the ground. Mathematical solutions 
based on the pure conduction model have been possible since 
Stefan's studies last century. Considerably more challenging is 
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the problem of melting and solidification in the presence of 
convection. The effect of natural convection flow in the melt 
has been investigated extensively during the last two decades. 
Experimental work (Rieger et al., 1983; Ho and Viskanta, 
1984; Benard et al., 1985; and references therein) as well as 
numerical simulations (Ho and Viskanta, 1984; Benard et al., 
1985; Sparrow et al., 1977; Okada, 1984; Gadgil and Gobin, 
1984; and references therein) demonstrated that natural con
vection can have a strong effect on heat transfer rates and on 
the melting front shape. 

Equally relevant to the technological areas mentioned in the 
preceding paragraph is the phenomenon of phase change in a 
fluid-porous medium. In a recent paper Aung and Yener 
(1985) identified this topic as one important unsolved 
problem, and recommended its future study. Indeed, during 
the present study we were able to find only a few papers con
cerning phase change processes in porous media. Freezing has 
been studied experimentally (Weaver and Viskanta, 1986a; 
Weaver, 1985; and references therein) and analytically 
(Weaver amd Viskanta, 1985) by means of a pure heat conduc
tion model. Similarity solutions for the melting process along 
a flat plate have been developed by considering also the effect 
of forced convection (Epstein and Cho, 1976; Reid, 1978) and 
the effect of natural convection (Kazmierczak et al., 1986). 
Melting in both a horizontal and a vertical cylindrical capsule 
(Weaver and Viskanta, 1986b) and melting around a horizon
tal pipe (Okada and Fukumoto, 1982) have been investigated 
experimentally and analytically. 

The present note focuses on the basic problem of melting in 
a rectangular porous domain heated from the side. The main 
features of the heat transfer phenomenon are anticipated on 
the basis of scale analysis. These predictions are later com
pared with results from a numerical finite-difference 
simulation. 

Problem Statement 
A rectangular cavity of length L and height H with im

permeable walls is filled with porous medium and solid phase 
change material. This system is initially at the fusion 
temperature Tf. All the walls are insulated except the left ver
tical wall, which, starting at t = 0, is heated and maintained at 
a higher temperature, Tw > Tf. If the natural circulation in the 
domain occupied by liquid phase change material is neglected, 
the heat transfer solution is the same as in the Stefan problem 
(Carslaw and Jaeger, 1959) 

5(Fo) = 2CFo1/2 (1) 

Nu(F0) = ̂ e r f W F ° " / 2 (2) 

in which C is the root of the equation 
Cerf(C) _ Ste 
exp(-C2) " T 1 7 2 " (3 ) 

In this solution S represents the horizontal distance measured 
from the melting front to the heated wall, divided by H. The 
Nusselt number Nu is based on H, and follows from the in
tegration of the temperature gradients along the heated wall, 
N u = [ - 1/(rw-7>)]J^(dT/dx)„dy, where x and y are the 
horizontal and vertical coordinates, respectively. The dimen
sionless time Fo and the Stefan number are defined as 

In these definitions t denotes the time, a the thermal diffusiv-
ity, cp the isobaric specific heat, <j> the porosity, and Ah the la
tent heat of fusion. The pure conduction solution (l)-(3) 
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Results 
To assess the accuracy of the scale analysis employed in this 

note, the dimensionless freeze-coat thickness a, estimated 
from equation (26), is plotted in Figs. 2 and 3, and compared 
with the results of Cheung, who obtained the freeze-coat 
thickness from an accurate analytical-computational scheme 
based on a similarity transformation. The data of Cheung, 
plotted in Figs. 2 and 3 in this note, are from Figs. 5 and 6 in 
his paper. 

Figures 2 and 3 indicate that the scale analysis successfully 
predicts the functional dependence of the freeze-coat thickness 
on the various parameters implied by equation (27). As the 
physical trends have been discussed adequately by Cheung, 
only the accuracy of the procedure is further elaborated 
herein. As seen from the figures, the scale analysis consistently 
underpredicts the freeze-coat thickness. However, as can be 
attested from the figures, the accuracy of the scale analysis 
does not seem to depend strongly on the relative magnitude of 
the controlling parameters. Thus, in Fig. 2, which is for liquid 
superheat parameter /3 = 0.1, the scale analysis results seem to 
be shifted by about 30 percent down from those of Cheung, 
for Stefan numbers up to around 3 for both Prandtl numbers 
of 10 and 100, and thermal property ratios y of 0.01 and 1. As 
the scale analysis results level off faster than those of Cheung, 
the shift is about 40 percent at Stefan numbers of 10. The cor
responding shift in Fig. 3, which is for thermal property ratio 
7 = 0.01, is also about 30 percent up to Stefan numbers of 1, 
but increases again at Stefan numbers of 10 to about 50 and 40 
percent, respectively, for liquid superheat parameters /3 of 
0.01 and 1. 

Conclusions 
The scale analysis is applied to the integral form of the 

equations that govern the growth of a solidified freeze-coat 
layer. As little as the effort involved in employing the scaling 
technique is, it provides satisfactory estimates as evidenced 
from the present comparison. Finally, a noteworthy benefit of 
the scale analysis in phase change problems is that it provides 
the dimensionless parameters pertinent in similarity analyses. 
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the problem of melting and solidification in the presence of 
convection. The effect of natural convection flow in the melt 
has been investigated extensively during the last two decades. 
Experimental work (Rieger et al., 1983; Ho and Viskanta, 
1984; Benard et al., 1985; and references therein) as well as 
numerical simulations (Ho and Viskanta, 1984; Benard et al., 
1985; Sparrow et al., 1977; Okada, 1984; Gadgil and Gobin, 
1984; and references therein) demonstrated that natural con
vection can have a strong effect on heat transfer rates and on 
the melting front shape. 

Equally relevant to the technological areas mentioned in the 
preceding paragraph is the phenomenon of phase change in a 
fluid-porous medium. In a recent paper Aung and Yener 
(1985) identified this topic as one important unsolved 
problem, and recommended its future study. Indeed, during 
the present study we were able to find only a few papers con
cerning phase change processes in porous media. Freezing has 
been studied experimentally (Weaver and Viskanta, 1986a; 
Weaver, 1985; and references therein) and analytically 
(Weaver amd Viskanta, 1985) by means of a pure heat conduc
tion model. Similarity solutions for the melting process along 
a flat plate have been developed by considering also the effect 
of forced convection (Epstein and Cho, 1976; Reid, 1978) and 
the effect of natural convection (Kazmierczak et al., 1986). 
Melting in both a horizontal and a vertical cylindrical capsule 
(Weaver and Viskanta, 1986b) and melting around a horizon
tal pipe (Okada and Fukumoto, 1982) have been investigated 
experimentally and analytically. 

The present note focuses on the basic problem of melting in 
a rectangular porous domain heated from the side. The main 
features of the heat transfer phenomenon are anticipated on 
the basis of scale analysis. These predictions are later com
pared with results from a numerical finite-difference 
simulation. 

Problem Statement 
A rectangular cavity of length L and height H with im

permeable walls is filled with porous medium and solid phase 
change material. This system is initially at the fusion 
temperature Tf. All the walls are insulated except the left ver
tical wall, which, starting at t = 0, is heated and maintained at 
a higher temperature, Tw > Tf. If the natural circulation in the 
domain occupied by liquid phase change material is neglected, 
the heat transfer solution is the same as in the Stefan problem 
(Carslaw and Jaeger, 1959) 

5(Fo) = 2CFo1/2 (1) 

Nu(F0) = ̂ e r f W F ° " / 2 (2) 

in which C is the root of the equation 
Cerf(C) _ Ste 
exp(-C2) " T 1 7 2 " (3 ) 

In this solution S represents the horizontal distance measured 
from the melting front to the heated wall, divided by H. The 
Nusselt number Nu is based on H, and follows from the in
tegration of the temperature gradients along the heated wall, 
N u = [ - 1/(rw-7>)]J^(dT/dx)„dy, where x and y are the 
horizontal and vertical coordinates, respectively. The dimen
sionless time Fo and the Stefan number are defined as 

In these definitions t denotes the time, a the thermal diffusiv-
ity, cp the isobaric specific heat, <j> the porosity, and Ah the la
tent heat of fusion. The pure conduction solution (l)-(3) 
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breaks down as the natural convection effect in the melt 
becomes significant, that is when the Rayleigh number Ra„ 
increases 

R a , = 
KgW{Tw-Tf) 

(6) 

Here K stands for permeability, g for gravitational accelera
tion, |8 for thermal expansion coefficient, and v for kinematic 
viscosity. The heat transfer scales of the natural convection-
melting phenomenon are derived in the next section. 

Scale Analysis 

In the present problem it is convenient to identify first the 
four regimes I-IV whose main characteristics are sketched in 
Fig. 1. The "conduction" regime (I) is ruled by pure thermal 
diffusion and covered by the exact solution given in equations 
(l)-(3). The "transition" regime (II) is where the flow carves 
its own convection-dominated zone in the upper part of the 
liquid region, while the lower part remains ruled by conduc
tion. The "convection" regime (III) begins when the 
convection-dominated zone of the preceding regime fills the 
entire height H. Finally, the arrival of the liquid-solid inter
face at the right vertical wall marks the beginning of the 
"variable-height" regime (IV). 

Transition Regime. The scales of regimes I and II become 
apparent if we focus on the transition regime II, where ztr is 
the height of the convection-dominated upper zone. The 
boundary layer thickness scale in this upper zone is (e.g., 
Bejan, 1984, p. 392) 

«r~^(Ra.-g) (7) 

The convection-dominated zone is such that at its lower ex
tremity 5r is of the same order as the width of the conduction-
dominated zone of height (H—ztr), in other words 

z , r(Ra, - £ ) ~ / / (S te Fo)1/2 (8) 

which means 

z „ . ~ # R a , SteFo (9) 

The scale of the overall Nusselt number is obtained by 
adding the conduction heat transfer integrated over the height 
(H—zlr) to the convection heat transfer integrated over the 
upper portion of height zlr- The result is 

Nu ~ (Ste Fo) - I / 2 + Ra,(Ste Fo)1/2 (10) 

or, in terms of the average melting front location, 

Sav ~ (Ste Fo)1/2 + Ra,(Ste Fo)3/2 (11) 

Sav is the average dimensionless thickness of the melt zone of 
height H: Sav = \^Sd(y/H), where;; is the vertical coordinate. 
The transition regime II expires when ztr becomes of order H 
in equation (9), i.e., at a time of order 

The most striking feature of this first set of scaling results is 
the Nu minimum revealed by equation (10). Setting 9Nu/3(Ste 
Fo) = 0, we find that the Nu minimum occurs at a time of 
order 

( S t e F o U . - R a , 1 (13) 

and that the minimum Nusselt number scale is 

Num i n~Ra! '2 (14) 

Convection Regime. In this regime the heat transfer and 
the melting front advance are controlled by the two thermal 
resistances of thickness <5r 

Nu ~j 8f[dz~RaY: 

S f l u~Rai / 2SteFo 

(15) 

(16) 

The convection regime begins at a time of order Ste 
Fo — Ra*1, equations (12) and (13), and expires when the 
melting front reaches the right wall. 

Variable-Height Regime. From this time on the height of 
the liquid-solid interface (zH) decreases steadily until the solid 
region disappears entirely. Therefore, even though the liquid-
saturated region remains in the convection regime, the vertical 
length scale in the "effective" Rayleigh number that drives 
this circulation decreases with time. 

We solve for the Nu scale by combining the average melting 
front position during regime IV 

5a„~ — ( l - — ^ ) 

with dSm/d'(Ste Fo)~Nu and 

N u ~ ( - ^ R a , ) ' / 2 , ( z w < i / ) 

The resulting Nu scale is 

/ L \ - 1 

N u ~ R a ' / 2 - ( ) Ra.SteFo 

(17) 

(18) 

(19) 

The average melting front position model (1) is based on the 
assumption that the base of the solid region always has a 
length of order L. 

The variable-height regime begins at the end of the convec
tion regime III, at a time of order 

( S t e F o ) m ~ — Ra"1 / 2 (20) 

( S t e F o ^ - R a " 1 (12) 

Numerical Results 

-The governing equations for the conservation of mass, 
momentum, and energy in the melt as well as the energy-
balance condition for the moving solid-liquid interface were 
solved numerically. The numerical procedure was based on the 
following assumptions: (f) two-dimensional flow, (if) the 
Darcy flow model for the liquid-saturated part of the system, 
(Hi) local thermodynamic equilibrium between (isotropic) 
porous medium and phase change material, (iv) constant ther-
mophysical properties except the density in the buoyancy term 
(the Boussinesq approximation), and (v) negligible volume 
change during the phase change process. Additionally, the 
movement of the interface was assumed slow compared with 
the scales of the fluid flow (small Ste numbers). According to 
this "quasi-stationary front" approximation the motion of 
the interface is determined, among other things, by a state of 
steady natural convection in the melted region. 

The physical domain occupied by the melt was transformed 
analytically into a rectangular solution domain (see, for in-
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stance, Okada, 1984). All the terms that were generated by this 
transformation were taken into acount in the numerical for
mulation of the problem. The governing equations were 
solved using staggered grids and the control volume formula
tion, as proposed by Patankar (1980). All the terms producing 
heat fluxes were approximated by the power law scheme. 
Source terms were linearized using the centered difference ap
proximation. The solution method was an "alternative direc
tion implicit" procedure which allows twofold application of 
the fast and effective Thomas algorithm at every iteration 
step. The initial stages of the phenomenon were described by 
the pure conduction solution (l)-(3). 

A grid system of 41 x 41 nodal points was chosen as a 
tradeoff between accuracy, numerical stability, and computa
tion time. For example, one accuracy test consisted of com
paring the Numin values corresponding to Ra* = 200. Increas
ing the fineness of the grid in the sequence (11x11, 21x21, 
31x31,41x41,51x51, 61 x 61) yielded a respective sequence 
of relative Numin values (0.956, 0.977, 0.988, 0.994, 0.997, 
1.000) and a sequence of relative computational times (0.002, 
0.02, 0.10, 0.26, 0.55, 1.000). Each melting run was divided 
approximately into 100 time steps. The computational times 
depended on Ra„ and L/H; they were of the order of 5000 

0.00 0.02 0.04 

A (S te Fo) 

Fig. 4 The Nusselt number scaling law for regime IV 

CPU on an IBM 3081 computer. More details concerning the 
numerical formulation and solution can be found in the 
original full-length paper version of this note (Jany and Bejan, 
1987). 

One sample of the numerical results is exhibited in Fig. 2, 
which shows the Nusselt number versus time (Ste Fo) for dif
ferent Rayleigh numbers and L/H= 1. The square symbol 
marked on each curve represents the first arrival of the 
liquid-solid interface at the right vertical wall ("knee point"). 
This figure shows that the Nusselt number departs signifi
cantly from the pure conduction solution (Ra t=0) as the 
Rayleigh number increases above approximately 50. At Ra* 
values of order 200 and higher, the Nu (Ste Fo) curve has a 
minimum at "short times," i.e., before the melting front 
reaches the right wall. This minimum is explained by the scale 
analysis outlined in the preceding section. Consider then the 
numerical values calculated for the ratio on Numin/Ra!/2 

Numin/Rai/2 = 0.549 for Ra» = 1200 

Numin/Ra' = 0.548 for Rat = 800 

Nu^/Ra^ 2 = 0.543 for Ra* = 400 

Numin/Rai,/2 = 0.526 for Ra„ = 200 

(21) 

The constancy of the numerical Numin/Rai/2 r a t j 0 validates the 
scaling law (14). 

The scaling law (15) for the convection regime (III) is tested 
in Fig. 3, which shows that in the Ra* domain 12.5-800 the 
Nu/RaJ/2 ratio is consistently of order 0.5 during the convec
tion regime. Interesting is that the value of Nu/Ra*/2 is ex
tremely close to what we expect in the convection regime in a 
rectangular porous medium, namely, 0.577 (Weber, 1975). In 
other words, the fact that the phase change deforms the right 
boundary of the liquid-solid interface has only the minor ef
fect retained in the undulations of the Nu/Ra*/2 curves of Fig. 
3. 

Finally, in the variable-height regime (IV) the departure of 
the Nusselt number from the convection regime plateau 
(Nuknee-Nu) should scale as Ra* Ste Fo H/L, equation (19). 
This idea is tested in Fig. 4, where the abscissa shows the time 
counted after the knee point, A(Ste Fo). It is clear that the 
order of magnitude of the ratio (Nuknee - Nu)/(Ra* Ste Fo 
H/L) is sufficiently insensitive to large variations in (Ste Fo), 
Ra,, and L/H. 

Conclusion 
The presented study and its numerical counterpart (Jany 

and Bejan, 1987) documented the phenomenon of melting in a 
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rectangular confined porous medium saturated with phase 
change material. The effect of natural convection was found 
to be qualitatively similar to what is observed during melting 
in cavities without porous materials. The main features of the 
phenomenon were explained on the basis of scale analysis. It 
was shown that the melting of the entire phase change material 
passes through a sequence of four regimes (Fig. 1), and that 
each regime has its own Nusselt number and melting front 
location scaling rules. 

The high-Ra relationship between Nusselt number and time, 
for example, shows first a decreasing trend (regime I), a 
minimum (regime II), a plateau (regime III) and, finally, a 
decreasing trend en route to the disappearance of the solid 
region which had been serving as heat sink (regime IV). Put 
together, these trends account for the "van der Waals"-type 
curves of Nu versus time seen here in Fig. 2 and in analogous 
studies of melting without a porous matrix (Jany and Bejan, 
1988). 
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Beam Expansion and Focusing Effects on Evaporative 
Laser Cutting 
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Nomenclature 
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= specific heat 
= laser flux at center of beam in 

the focal plane 
= heat of sublimation 
= unit vector in x, y, z directions 
= thermal conductivity 
= unit vector normal to the groove 
= evaporative loss number 
= conduction loss number 
= beam focusing number 
= beam divergence number 
= effective laser beam radius 
= laser beam radius at focal plane 
= groove depth 
= maximum groove depth 
= established groove cross section 
= evaporation temperature 
= ambient temperature 
= laser scanning speed 
= nondimensional scanning speed 
= distance between the focal plane 

and surface 
= Cartesian coordinates 
= absorptivity 
= nondimensional temperature 
= nondimensional x, y, z 

coordinates 
= density 

Introduction 
In recent years there has been a considerable increase in the 

use of high-power lasers as a tool for material processing, such 
as welding, trimming, scribing, cutting, etc. [1], Material pro
cessing is achieved by evaporating material with a focused 
Gaussian laser beam as a heat source. A Gaussian laser beam 
at TEMoo mode is focused by a lens through which the laser 
beam passes and behind which it converges to a minimum 
beam waist around the focal point of the lens. With this con
centrated energy at the focal point of the lens it is possible to 
heat, melt, and vaporize any known material. Investigations in 
the area of laser material processing have treated cases with 
and without phase change, and a variety of irradiation or 
source conditions have been studied both theoretically and ex
perimentally. Thermal models may be divided into two main 
categories: (0 models with detailed treatment of thermal con
duction (e.g., [2]) and (ii) models where details of phase tran
sition (melting, vaporization) are considered [3-6], 
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rectangular confined porous medium saturated with phase 
change material. The effect of natural convection was found 
to be qualitatively similar to what is observed during melting 
in cavities without porous materials. The main features of the 
phenomenon were explained on the basis of scale analysis. It 
was shown that the melting of the entire phase change material 
passes through a sequence of four regimes (Fig. 1), and that 
each regime has its own Nusselt number and melting front 
location scaling rules. 

The high-Ra relationship between Nusselt number and time, 
for example, shows first a decreasing trend (regime I), a 
minimum (regime II), a plateau (regime III) and, finally, a 
decreasing trend en route to the disappearance of the solid 
region which had been serving as heat sink (regime IV). Put 
together, these trends account for the "van der Waals"-type 
curves of Nu versus time seen here in Fig. 2 and in analogous 
studies of melting without a porous matrix (Jany and Bejan, 
1988). 
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Beam Expansion and Focusing Effects on Evaporative 
Laser Cutting 
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= specific heat 
= laser flux at center of beam in 

the focal plane 
= heat of sublimation 
= unit vector in x, y, z directions 
= thermal conductivity 
= unit vector normal to the groove 
= evaporative loss number 
= conduction loss number 
= beam focusing number 
= beam divergence number 
= effective laser beam radius 
= laser beam radius at focal plane 
= groove depth 
= maximum groove depth 
= established groove cross section 
= evaporation temperature 
= ambient temperature 
= laser scanning speed 
= nondimensional scanning speed 
= distance between the focal plane 

and surface 
= Cartesian coordinates 
= absorptivity 
= nondimensional temperature 
= nondimensional x, y, z 

coordinates 
= density 

Introduction 
In recent years there has been a considerable increase in the 

use of high-power lasers as a tool for material processing, such 
as welding, trimming, scribing, cutting, etc. [1], Material pro
cessing is achieved by evaporating material with a focused 
Gaussian laser beam as a heat source. A Gaussian laser beam 
at TEMoo mode is focused by a lens through which the laser 
beam passes and behind which it converges to a minimum 
beam waist around the focal point of the lens. With this con
centrated energy at the focal point of the lens it is possible to 
heat, melt, and vaporize any known material. Investigations in 
the area of laser material processing have treated cases with 
and without phase change, and a variety of irradiation or 
source conditions have been studied both theoretically and ex
perimentally. Thermal models may be divided into two main 
categories: (0 models with detailed treatment of thermal con
duction (e.g., [2]) and (ii) models where details of phase tran
sition (melting, vaporization) are considered [3-6], 
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LASER BEAM 

Fig. 1 Cross-sectional view of laser evaporation setup and regimes 

Most of the analytical models reported in the literature 
assumed parallel laser beams, which is a reasonable assump
tion only when there is no focusing of the beam, or when the 
focal length of the lens is many times the depth of the groove. 
In practical applications, material processing is achieved by 
melting or evaporating material with a Gaussian laser beam, 
which is focused by a lens to a small spot size around its focal 
point in order to increase the intensity of the laser beam. The 
radius of the focused beam waist and subsequent expanison of 
the beam depend on the characteristics of the laser beam as 
well as the type of lens being used. Both beam waist and ex
pansion rate have profound effects on the size and shape of 
the laser cuts. Bar-Isaac and Korn [7] used a three-dimensional 
moving heat source model to describe the effect of a focused 
laser beam in the drilling process. They studied the effects of 
changing focal position of the beam on the motion of the 
evaporation surface. In the present work, evaporative cutting 
of a semi-infinite material with a moving, focused continuous-
wave laser is considered. The effect of focusing parameters, 
such as position of lens focal point above or below the surface, 
minimum beam radius, and beam divergence rate are 
investigated. 

Theoretical Analysis 
In order to develop a mathematical model the physical 

description of the problem is given as follows: A focused 
Gaussian laser beam strikes the surface of an opaque semi-
infinite material moving in the x direction with constant 
velocity, as shown in Fig. 1. There are three different regimes 
on the surface of the material. Regime I is that part of the sur
face that is still too far away to have reached evaporation 
temperature or too far away on the side to ever reach evapora
tion; Regime II is the area close to the beam center where 
evaporation takes place; and finally, Regime III is that part of 
the surface where evaporation has been completed. The heat 
transfer model is developed by using the following assump
tions, for which a detailed discussion of their implications has 
been given in Modest and Abakians [6]: 

1 The solid moves at constant velocity. 
2 The solid is isotropic with constant thermal properties. 
3 The material is opaque, i.e., the laser beam does not 

penetrate appreciably into the medium, with constant 
absorptivity. 

4 Change of phase of the medium from solid to vapor oc
curs in one step at a single evaporation temperature. 

5 The evaporated material does not interfere with the laser 
beam reaching the surface. 

6 Multiple reflections of laser radiation within the groove 
are neglected. 

By using these assumptions and a similar derivation 
developed by Modest and Abakians [6], the heat transfer 
model is governed by the following equation: 

dT 
pcu = kV2T (1) 

dx 

subject to the boundary conditions 

X - ±oo, _y-±oo: T-Te, 

where Tis the temperature in the material, and u is the velocity 
in the x direction. The boundary condition at the surface is ob
tained from an energy balance on a surface element. Modest 
and Abakians [6] showed that the influence of convection and 
radiation losses on groove depth and shape is small and for 
that reason it is assumed here that heat losses to the outside are 
negligible. The boundary condition at the surface is then 

Z=s(x, y): a(n-F)= -higpu(n-\)-k(n-VT) (2) 

T = Tev if n • i < 0 (evaporation zone) 

where F is the laser beam intensity, n is the unit surface normal 
pointing into the medium, a is surface absorptivity, hig is heat 
of sublimation, and S is the local groove depth. An expression 
for the laser beam radius R (z) is given by Self [8] as 

where w is the distance between the focal plane of the lens and 
the material surface (positive for a focal plane above the sur
face), X is the wavelength of the laser, and R0 is the effective 
laser beam radius at the focal plane. Since laser power for the 
expanding laser beam must be conserved (no matter what 
shape surface the beam may strike), the beam intensity may be 
expressed as 

F(x> y, z) = (k + tan 8 cos <£i + tan 8 sin 4>})F0 

where Fa = P/irR2
0 is the flux density of the laser beam at the 

beam center, P is the laser power, i, j , and k are unit vectors in 
the x, y, and z directions, 6 is the angle between a laser ray and 
the z axis, and <j> is the azimuthal angle for the ray measured 
from the x axis in the x-y plane. Subsituting the laser beam in
tensity and the surface normal into equation (2) produces 
nonlinear partial differential equations with surface 
temperature and groove depth as unknowns [6]. These equa
tions are nondimensionalized by introducing the following 
variables and parameters: 

H=x/R0< r,=y/R0, £ = z/R0, V = R/R0 

S = s(x,y)/R0, Q=(T-Too)/(Tev-TO0) 

Evaporative loss number Ne = puhig/aF0 

Conduction loss number Nk=k(Tev-Ta>) /R0aF0 (5) 
Nondimensional scanning speed U=pcuR0/k 
Beam divergence number Nx=\/irR0 

Beam focusing number Nw = w/R0 

The above model is solved by using the following additional 
assumptions; 

7 The diffusion term may be replaced by one-dimensional 
diffusion in the normal direction, i.e., V20 —920/3n2, where n 
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Fig. 2 Effect of focal positions on the groove cross section 
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Fig. 3 Effect of beam divergence on the groove cross section 

is the distance along the vector n, and the conduction equation 
can be solved by an integral method. With these simplifica
tions and nondimensional variables, the governing equations 
for different regimes are solved in a similar fashion as de
scribed by Modest and Abakians [6]. 

Discussion of Results 
When a beam is focused by a lens, the resulting beam waist 

and subsequent expansion of the beam depend on the 
characteristics of the laser beam as well as the type of lens be
ing used. The nondimensional beam divergence number Nx 
shows the rate of beam expansion, and Nw indicates the posi
tion of the beam waist relative to the solid surface. 

H00 -80 -60 -40 -20 0 20 40 60 80 100 
Nw 

Fig. 4 Variation of maximum groove depth as a function of beam 
focusing number and beam expansion rate 

The influence of beam waist position on fully developed 
groove shape and depth is shown in Fig. 2. It is observed that 
the depth of the cuts increases and passes through a maximum 
when the beam is focused slightly inside the material. This 
type of behavior has also been observed by Bar-Isaac and 
Korn [7] for laser drilling. When the focal point is moved far
ther into the material the groove becomes shallower. The in
crease in groove depth by focusing the beam slightly inside the 
material is apparently due to better average focusing of the 
laser energy, hence utilizing the energy more efficiently for 
evaporation rather than for conduction. Further moving the 
focal point into the material diverges the beam in the 
evaporating zone and increases the conduction losses. When 
the focal plane is moved up from the surface of the material 
the groove gets shallower and wider, since the laser energy is 
less concentrated everywhere within the evaporation zone. 

The effect of the beam expansion rate on the size and shape 
of fully developed grooves is depicted in Figs. 3 for different 
beam divergence numbers JVX. With increasing beam 
divergence the groove depth decreases somewhat since the 
beam expands beyond the focal point resulting in unconcen-
trated laser energy for deep grooves. In practice, large beam 
divergence numbers correspond to short focal length lenses. 
The decrease in depth is rather minor if the beam is well fo
cused, but can be very substantial if the beam is poorly 
focused. 

As shown in Fig. 2, the depths of the grooves pass through a 
maximum when the beam is focused slightly inside the 
material. The variation of fully developed maximum groove 
depth as a function of beam focusing number is shown in Fig. 
4 for different beam expansion rates. Maximum groove depth 
for parallel beams (Nx = 0) is, of course, constant for all 
values of beam focusing numbers. In practice, parallel beams 
coming from a laser are unfocused and, therefore, have large 
beam diameters depending on the laser characteristics and are 
rarely strong enough to cause evaporation. In order to 
evaporate a material these beams need to be focused to a small 
diameter, thus the parallel beam in Fig. 4 corresponds to an 
ideal beam, which has a diameter equal to the diameter of a 
focused beam at the focal plane, showing a case of a lens with 
an infinite focal length. Using a lens with a shorter focal 
length increases the beam divergence and, thus, reduces the 
groove depth. 

It was seen in Figs. 2 and 4 that the groove obtains a max
imum depth when focused slightly inside the medium. This 
does not necessarily mean, however, that the material removal 
rate also has a maximum when the beam is focused inside the 
medium, as seen from Fig. 5. In this figure the removal rate is 
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Fig. 5 Material removal rate as a function of beam focusing number 

nondimensionalized by the theoretical maximum, i.e., the 
material removal in the absence of conduction losses: 

V/ Fmax = — (Ne + UNk) f °° S„ (rj)dr, (6) 
IT JO 

As expected, the removal rate drops off rapidly for laser 
beams with their focal points far above or below the surface. 
In the vicinity of Nw = 0 the removal rate is relatively flat with 
a slight minimum for small negative Nw. Thus it is seen that 
achieving a deeper groove has its price: A deeper groove has 
steeper walls with larger total surface area, resulting in larger 
conduction losses. The observation of a maximum removal 
rate for a beam focused above the surface has been made ex
perimentally by Wallace [9], who investigated laser shaping of 
ceramics. 

It is interesting to note that it is possible to achieve higher 
material removal rates for a diverging beam (Nx > 0) than for 
a parallel beam for a few focal point positions above and 
below the surface. This may be explained by looking at the 
beam intensity hitting the groove surface, equation (4): For a 
steep surface the vertical component of the flux onto the wall 
becomes quite small, so that the contribution of the small 
radial intensity component (nonexistent for parallel beams) 
becomes very important. 

Conclusions 
A heat transfer model for evaporative cutting of a semi-

infinite body with a moving continuous wave laser has been 
developed and solved numerically to investigate the effects of 
beam focusing and expansion on the size and shape of a 
groove. It was seen that the depth of the grooves increases and 
passes through a maximum when the beam is focused slightly 
inside the material. The groove depth decreases when the 
beam is focused above the surface of the material. Thus, the 
groove depths can be increased by using lenses with long focal 
lengths. Longer focal length lens give larger minimum beam 
radii at the focal plane, but with a lower beam divergence rate. 
On the other hand, maximum removal rates are obtained for 
beams with appreciable divergence rates focused slightly 
above the surface. 
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Fig. 5 Material removal rate as a function of beam focusing number 

nondimensionalized by the theoretical maximum, i.e., the 
material removal in the absence of conduction losses: 

V/ Fmax = — (Ne + UNk) f °° S„ (rj)dr, (6) 
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As expected, the removal rate drops off rapidly for laser 
beams with their focal points far above or below the surface. 
In the vicinity of Nw = 0 the removal rate is relatively flat with 
a slight minimum for small negative Nw. Thus it is seen that 
achieving a deeper groove has its price: A deeper groove has 
steeper walls with larger total surface area, resulting in larger 
conduction losses. The observation of a maximum removal 
rate for a beam focused above the surface has been made ex
perimentally by Wallace [9], who investigated laser shaping of 
ceramics. 

It is interesting to note that it is possible to achieve higher 
material removal rates for a diverging beam (Nx > 0) than for 
a parallel beam for a few focal point positions above and 
below the surface. This may be explained by looking at the 
beam intensity hitting the groove surface, equation (4): For a 
steep surface the vertical component of the flux onto the wall 
becomes quite small, so that the contribution of the small 
radial intensity component (nonexistent for parallel beams) 
becomes very important. 

Conclusions 
A heat transfer model for evaporative cutting of a semi-

infinite body with a moving continuous wave laser has been 
developed and solved numerically to investigate the effects of 
beam focusing and expansion on the size and shape of a 
groove. It was seen that the depth of the grooves increases and 
passes through a maximum when the beam is focused slightly 
inside the material. The groove depth decreases when the 
beam is focused above the surface of the material. Thus, the 
groove depths can be increased by using lenses with long focal 
lengths. Longer focal length lens give larger minimum beam 
radii at the focal plane, but with a lower beam divergence rate. 
On the other hand, maximum removal rates are obtained for 
beams with appreciable divergence rates focused slightly 
above the surface. 
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incipient heat flux defined in equa
tion (6) 
radius of rotation 
film Reynolds number = 417/i/ 
temperature 
thickness of the laminar sublayer 
dimensionless film thickness 
= 5 al/3/vP 
mass flow rate per unit film width 
wall superheat = Tw — Tsat 

film thickness 
dynamic viscosity 
kinematic viscosity 
density 
surface tension 
wall shear stress 
rotational speed 
rotation number = o> R2/v, 
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Introduction 
Knowledge of heat transfer in rotating liquid films is of 

paramount importance for evaluating the thermal efficiency 
of gas turbines with water-cooled blades. Centrifugal forces 
constitute the primary driving forces for liquids flowing in 
radial rotating channels. Coriolis forces, on the other hand, 
tend to thin out the flow in the form of a film that covers one 
side of the channel. Fully developed motion of the film is 
determined by a balance between centrifugal and shear forces. 
Thus, rotating film motion resembles that of a free-falling 
gravity-driven film since both are characterized by a balance 
between shear and body forces. However, Coriolis forces can 
strongly influence interfacial waves and turbulent velocity 
fluctuations of rotating films. This is evident from the results 
of Kirkpatrick (1980), who compared film thickness 
measurements for the cases of free-falling and rotating films. 
His data indicate profound waviness at higher Reynolds 
numbers for the case of gravity-driven films. On the other 
hand, interfacial waves in rotating films were found to 
stabilize at Reynolds numbers in excess of 8000. 

This paper focuses on the effects of Coriolis forces and wall 
roughness on the convective heat transfer coefficient and the 
incipient boiling heat flux in thin rotating films. 

Experimental System 
The experimental apparatus used in the present work has 

been described in detail in the previous paper by Mudawwar et 
al. (1985). As shown in Fig. 1, the primary rotating system 
consisted of a 34.30 cm o.d. aluminum disk on which the test 
channel was mounted. The disk was flanged to the end of a 
stainless shaft and rotated at speeds up to 1775 rpm by a 7.5 
hp motor equipped with a continuous full-range speed con
troller. A stationary vessel surrounding the rotating disk (not 
shown in the figure) provided accurate pressure control over 
the range 1.0-5.41 atm. The deionized water was preheated by 
external electric heaters before entering the shaft. Another 
stagnation preheater was installed inside the rotating disk to 
overcome heat losses from the water to the shaft. The flow 
was forced through a nozzle into the surface of the preheater. 
During operation, stagnation preheater power was increased 
until the saturation temperature was reached. The saturated 
water was collected inside a spiral pocket and diverted by cen
trifugal forces into the radial test channel. Radial film flow 
was established by a nozzle-shaped injection plate. The film 
was thinned by centrifugal forces to approximately 0.04 mm at 
the surface of the test heater, the center of which was located 
13.0 cm from the shaft axis. The heating module consisted of a 
nichrome ribbon sandwiched between boron nitride plates and 

Test Channel 

Electric Heater 

Rotating Disc < • A - . W W V B f t « W U Nozzle Plate 

covered with a copper plate, which transferred the heat to the 
liquid film. Electric power was supplied across the terminals 
of the ribbon and dissipated to the film over a 12 x 6.35 mm2 

heat transfer area. 

Results and Discussion 

Heat transfer data for rotating films were obtained in the 
form of boiling curves for a wide range of rotational speeds (a> 
= 500-1775 rpm), pressures {p = 1.0-5.41 atm), and film 
Reynolds numbers (Re = 7.1 X 103- 60.7 X 103). Figure 2 
shows heat transfer results for several flow rates and a/g = 
146. At low pressures the critical heat flux occurred after a 
relatively small range of boiling heat flux. For a fixed mass 
flow rate and centrifugal acceleration, higher pressures con
siderably increased the critical heat flux. Higher acceleration 
levels increased both the critical heat flux and the heat transfer 
coefficient prior to boiling. 

Following earlier studies (Chun and Seban, 1971) on 
gravity-driven films, the film thickness <5 and the single-phase 
convective heat transfer coefficient h can be correlated in the 
following manner: 

-=/(Re) (1) 
v]n 

h*=- hvf 
k,al 

-=/(Re,Pr,) 

where 

Re = -
4T 

(2) 

(3) 

However, disagreements between free-falling and rotating 
film thickness correlations have been reported by Kirkpatrick 
(1980), who failed to develop an empirical equation for his 
rotating film data according to equation (1). Furthermore, 
single-phase heat transfer data obtained in the present study 
were much greater than predicted by Chun and Seban's cor
relation for free-falling films (i.e., a = g) undergoing inter
facial evaporation. A possible explanation for the significant 
difference between gravity-driven and rotating film correla
tions is the strong influence of Coriolis forces (and possibly 
wall roughness) on single-phase convection in the film. 

Thus, equations (1) and (2) can be modified for rotating 
films by accounting for Coriolis force effects. That is, 

(4) 

(5) 

The correlation given in Fig. 3 has the same Prandtl number 
exponent as Chun and Seban's correlation for free-falling 
films, and possesses an accuracy of ± 30 percent. 

From the analysis of Hsu and Graham (1961), Han and 
Griffith (1965), and Bergles and Rohsenow (1964), nucleation 
is believed to commence on a heating surface when the liquid 
surrounding a growing bubble exceeds the temperature of its 
outer surface. In the presence of a wide range of cavity sizes, 
nucleation of a hemispherical bubble within a superheated 
wall layer characterized by a linear temperature distribution is 
determined by the following equation: 

i3=/(Re,cb) 

A * = / ( R e , P r „ « ) 

^=JZk£_A2 
k,pvh 

(6) 
'/« 

Fig. 1 Sectional diagram of the rotating test section 

The experimental results for the incipient boiling heat flux 
in rotating films are compared in Fig. 4 to equation (6). The 
ratio <7,/<7,- is far from unity for most of the operating condi
tions. Such inconsistencies have been attributed by many 
researchers to the condition of the boiling surface. If the boil
ing surface is very smooth, for example, equation (6) can be in 
great error since nucleation can be totally suppressed. Davis 
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and Anderson (1966) modified equation (6) to account for the 
characteristics of the boiling surface. Nevertheless, their 
model was also based on the assumption of linear temperature 
distribution in the vicinity of the wall. Thus the validity of 
equation (6) is dependent on the existence of a laminar 
sublayer within the thermal boundary layer. In the range of 
operating conditions of the rotating water film data (Pr ~ 1) 
of the present study, the thickness Oiam) of the laminar 
sublayer can be approximated by 

y\a 
Pi 

(7) 
"/ 

For a fully developed rotating film, equation (7) reduces to 

The surface can be considered hydrauhcally smooth or rough 
depending on the ratio of the wall roughness ks" to the 
thickness of the laminar sublayer. That is, 

ks 5 
smooth surface: — < 1.5 

ks 70 
rough surface: — > „ , . 

5 fl1-5 

(9) 

(10) 
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Thus equation (6) can only be valid if the condition of equa
tion (9) is satisfied. By comparison with our rotating film 
data, the smooth wall condition corresponds to ks < 1 jim 
(based on the rotating film thickness data of Kirkpatrick, 
1980). Since the heat transfer surface was fabricated by mill
ing, most of the data were found to fall in the roughness range 
corresponding to equation (10). 

Conclusions 

This study has focused on boiling heat transfer to thin 
rotating water films. The primary objective was to study the 
effects of pressure, centrifugal acceleration, and flow rate on 
boiling incipience. The primary conclusions are as follows: 

1 Acceleration increased the convective heat transfer coef
ficient prior to boiling and delayed boiling incipience. 

2 Coriolis forces play a significant role in rotating film 
convective processes. Prior to boiling, these forces influence 
the turbulent velocity fluctuations within the film as well as 
the stability of the free film interface. 

3 Rotating films are typically very thin, and as such, wall 
roughness is believed to destroy the laminar portion of the 
thermal boundary layer. Thus, common incipient boiling 
models based on the existence of a linear temperature profile 
in the vicinity of the heated surface should be avoided if the 
surface fails to satisfy the smoothness condition of equation 
(9). The present data also indicate the existence of a different 
mechanism for boiling incipience that may be the result of tur
bulent exchange of heat between the wall and the bulk of the 
film rather than molecular diffusion. 
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the total base area of the 
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T = temperature 
AT'sat = w a ^ superheat at the base of the 

enhanced surface = Tw — 7*sat 

Arsub = inlet subcooling = Tsat - Tjn 

U = mean inlet velocity 
<5 = film inlet thickness 

Subscripts 
in — inlet 

sat = saturated 
sub = subcooled 

w = wall 

Introduction 
The combination of increasing power densities and stringent 

surface temperature constraints for microelectronic com
ponents has stimulated interest in cooling by means of pool 
boiling in a dielectric liquid. However, although dielectric 
fluorocarbons such as FC-72 (manufactured by 3M) are highly 
compatible with electronic components, small thermal con
ductivities and latent heats make them poor heat transfer 
fluids. Moreover, pool boiling studies concerned with CHF 
enhancement (Bergles and Chyu, 1982; Marto and Lepere, 
1982) have shown that significant hysteresis (temperature 
overshoot) at the inception of boiling may violate component 
temperature limitations. 

More recently, the falling liquid film has been considered as 
a means of enhancing the performance of dielectric coolants 
by controlling boiling hysteresis and increasing the critical 
heat flux (CHF). From experimental studies performed for a 
gravity-driven liquid (FC-72) film flowing over a smooth sur
face (Mudawwar et al., 1987), the ability to suppress hysteresis 
was demonstrated, and the trend of increasing CHF with 
decreasing heater length was determined. However, even for 
the smallest heater length of the study (L = 12.7 mm), CHF 
values were not much higher than those associated with pool 
boiling. 

To determine whether structured surfaces could be used to 
substantially extend CHF, Grimley et al. (1987) performed ex
periments for a thin film of FC-72 falling over a 63.5-mm-long 
surface with either longitudinal microfins or microstuds. 
Although both the microfin and microstud surfaces enhanced 
nucleate boiling heat transfer relative to a smooth surface, on
ly the microfin surface provided significant enhancement of 
CHF. CHF was observed to be due to dryout of a thin sub-
film, which remained on the boiling surface after the bulk of 
the fluid in the falling film had separated due to intense vapor 
generation. It was argued that the microfins extended CHF by 
allowing surface tension forces to maintain the liqud film on 
the surface more effectively and by inhibiting the lateral 
spread of dry patches after film separation. In contrast, the 
microstud surface acted to break up the film, thereby hasten
ing film separation and decreasing CHF. In addition, it was 
found that CHF could be enhanced by subcooling the liquid or 
by installing a louvered flow deflector a short distance from 
the heated surface. While subcooling decreased the intensity 
of vapor effusion by supplying the heated surface with liquid 
of reduced temperature, the deflector inhibited film 
separation. 

On the basis of the foregoing results, it is known that CHF 
in a falling liquid film may be enhanced by reducing the length 
of the heated surface, machining longitudinal grooves in the 
surface, shrouding the surface with a louvered flow deflector, 
or subcooling the liquid. However, experiments have yet to be 
performed in which these effects are considered collectively in 
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Thus equation (6) can only be valid if the condition of equa
tion (9) is satisfied. By comparison with our rotating film 
data, the smooth wall condition corresponds to ks < 1 jim 
(based on the rotating film thickness data of Kirkpatrick, 
1980). Since the heat transfer surface was fabricated by mill
ing, most of the data were found to fall in the roughness range 
corresponding to equation (10). 

Conclusions 

This study has focused on boiling heat transfer to thin 
rotating water films. The primary objective was to study the 
effects of pressure, centrifugal acceleration, and flow rate on 
boiling incipience. The primary conclusions are as follows: 

1 Acceleration increased the convective heat transfer coef
ficient prior to boiling and delayed boiling incipience. 

2 Coriolis forces play a significant role in rotating film 
convective processes. Prior to boiling, these forces influence 
the turbulent velocity fluctuations within the film as well as 
the stability of the free film interface. 

3 Rotating films are typically very thin, and as such, wall 
roughness is believed to destroy the laminar portion of the 
thermal boundary layer. Thus, common incipient boiling 
models based on the existence of a linear temperature profile 
in the vicinity of the heated surface should be avoided if the 
surface fails to satisfy the smoothness condition of equation 
(9). The present data also indicate the existence of a different 
mechanism for boiling incipience that may be the result of tur
bulent exchange of heat between the wall and the bulk of the 
film rather than molecular diffusion. 
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Introduction 
The combination of increasing power densities and stringent 

surface temperature constraints for microelectronic com
ponents has stimulated interest in cooling by means of pool 
boiling in a dielectric liquid. However, although dielectric 
fluorocarbons such as FC-72 (manufactured by 3M) are highly 
compatible with electronic components, small thermal con
ductivities and latent heats make them poor heat transfer 
fluids. Moreover, pool boiling studies concerned with CHF 
enhancement (Bergles and Chyu, 1982; Marto and Lepere, 
1982) have shown that significant hysteresis (temperature 
overshoot) at the inception of boiling may violate component 
temperature limitations. 

More recently, the falling liquid film has been considered as 
a means of enhancing the performance of dielectric coolants 
by controlling boiling hysteresis and increasing the critical 
heat flux (CHF). From experimental studies performed for a 
gravity-driven liquid (FC-72) film flowing over a smooth sur
face (Mudawwar et al., 1987), the ability to suppress hysteresis 
was demonstrated, and the trend of increasing CHF with 
decreasing heater length was determined. However, even for 
the smallest heater length of the study (L = 12.7 mm), CHF 
values were not much higher than those associated with pool 
boiling. 

To determine whether structured surfaces could be used to 
substantially extend CHF, Grimley et al. (1987) performed ex
periments for a thin film of FC-72 falling over a 63.5-mm-long 
surface with either longitudinal microfins or microstuds. 
Although both the microfin and microstud surfaces enhanced 
nucleate boiling heat transfer relative to a smooth surface, on
ly the microfin surface provided significant enhancement of 
CHF. CHF was observed to be due to dryout of a thin sub-
film, which remained on the boiling surface after the bulk of 
the fluid in the falling film had separated due to intense vapor 
generation. It was argued that the microfins extended CHF by 
allowing surface tension forces to maintain the liqud film on 
the surface more effectively and by inhibiting the lateral 
spread of dry patches after film separation. In contrast, the 
microstud surface acted to break up the film, thereby hasten
ing film separation and decreasing CHF. In addition, it was 
found that CHF could be enhanced by subcooling the liquid or 
by installing a louvered flow deflector a short distance from 
the heated surface. While subcooling decreased the intensity 
of vapor effusion by supplying the heated surface with liquid 
of reduced temperature, the deflector inhibited film 
separation. 

On the basis of the foregoing results, it is known that CHF 
in a falling liquid film may be enhanced by reducing the length 
of the heated surface, machining longitudinal grooves in the 
surface, shrouding the surface with a louvered flow deflector, 
or subcooling the liquid. However, experiments have yet to be 
performed in which these effects are considered collectively in 
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Fig. 1 Schematic of heater module and flow supply chamber 

order to establish upper limits for CHF enhancement. Hence, 
the purpose of this study has been to determine boiling 
characteristics for a subcooled film of FC-72 falling over a 
short microfinned surface with an attached flow deflector. Ex
periments have been performed for a 12.7-mm-long by 
25.4-mm-wide microfinned surface and for subcooling in the 
range from 0 to 14°C. The length of the heater is represent
ative of microelectronic chip sizes. 

Experimental System 
As shown in Fig. 1, the gravity-driven liquid film was sup

plied to a heater module by a nozzle attached to the base of a 
fluid containment chamber. The thickness of the film was con
trolled by adjusting the nozzle position, and a porous plate 
upstream of the nozzle provided sufficient back pressure to fill 
the chamber with fluid. The upper edge of the heater was 
located at the nozzle exit. The heater module consisted of an 
oxygen-free copper block, which was pressed against a 
nichrome wire heat source in a G-7 fiberglass substrate. The 
nichrome wire was wound along grooves machined in one of 
two adjoining boron nitride (BN) plates, while very fine BN 
powder was used to minimze the thermal contact resistance 
between the BN plates and at the interface between the heat 
source and copper block. A conduction analysis of the heater 
module indicated that heat losses to the surroundings were less 
than 2 percent of the power input. Temperature measurements 
made at upstream and downstream locations in the copper 
block indicated longitudinal variations of less than 0.5°C, 
thereby permitting the assumption of isothermal surface 
conditions. 

As shown in Fig. 2, the microfin geometry consists of 
0.508-mm-high by 0.397-mm-wide fins spaced on 0.797 mm 
centers machined into the copper block. Prior to use, the sur
face was cleaned with acetone, blown dry with nitrogen, and 
mounted in the insulating substrate with the fins aligned in the 
flow direction. The base of the fins was flush with the surface 
of the substrate. The deflector was formed from 0.152-mm-
thick brass stock into which louvers were formed by cutting 
0.794 mm slots spaced on 31.75 mm centers. The webs were 
then bent approximately 12 deg, and the deflector was 

0.508 M 
.mm y 

oh 
4 

Microfin 

Microfinned Surface 

Flow 
Direction 

Flow Deflector Geometry 

Fig. 2 Microfin surface geometry with flow deflector 

mounted 2.54 mm from the base of the boiling surface. Since 
the deflector was not in good thermal contact with the boiling 
surface, it served to modify the separated flow of the film, 
rather than to act as an extended surface. 

Fluid was supplied to the test chamber by a closed-loop 
fluid delivery system constructed of stainless steel and com
patible plastics. To insure high fluid purity, the FC-72 was 
degassed in a charging system connected to the fluid delivery 
system. The fluid delivery system was then charged by 
evacuating it to 500 /im before allowing the FC-72 to be 
flashed from the charging system. During operation, control 
was maintained over the film velocity, the film thickness, the 
fluid temperature upstream of the heater module, and the 
chamber pressure. Subcooling was quantified in terms of the 
difference between the saturated temperature corresponding 
to the test chamber pressure (TSBX) and the fluid inlet 
temperature (Tjn). System details are provided elsewhere 
(Grimley et al., 1987). At atmospheric pressure Tsal = 56°C 
for FC-72. 

Once the desired pressure, temperature, and film conditions 
were established, power was applied to the heat source. Boil
ing curves were generated by increasing the power to the 
heater module in discrete steps and then waiting for steady-
state conditions. When steady-state was reached, the pressure, 
temperatures, power, and flow rate were recorded by an 
HP3054 data acquisition system. As CHF was approached, 
the magnitude of the power increment was decreased to reduce 
uncertainty in the reported value of CHF. CHF was detected 
by a rapid surge in the boiling surface temperature. 
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Fig. 4 Effect of subcooling on the boiling curve for the microfin sur
face with the flow deflector 

Experimental Results 
The results are presented in the form of boiling curves that 

plot the average heat flux q as a function of the temperature 
difference, Arsat = (Tw — Tsat). All experiments were per
formed with an average film velocity of U = 1.0 m/s and a 
film thickness of 5 = 0.6 mm. 

For saturated conditions (ATsub = 0), the boiling process 
was similar to that previously described (Grimley et al., 1987; 
Mudawwar et al., 1987). Nucleation first occurred near the 
lower edge of the heated surface between the micro fins. As the 
heat flux was increased, nucleation sites became active in the 
upstream region and nucleation patches formed across the 
span of the heater. The nucleation patches coalesced and the 
void fraction increased in the flow direction. For saturated 
conditions, film separation occurred near the lower edge of 
the heater when the void fraction became too large to maintain 
a continuous liquid film on the heated surface. When the bulk 
of the film separated, a thin sublayer remained on the surface 
and was visible between the microfins. CHF occurred when 
non-rewetting dry patches formed in the sublayer. 

Without the flow deflector, the effect of subcooling on the 
boiling curve is shown in Fig. 3. The large convection coeffi
cient associated with the upstream region of the 12.7 mm 
heater delayed boiling incipience to q = 12 W/cm2, which is 
approximately three times larger than that required for a 
63.5-mm-long heater (Grimley et al., 1987). CHF correspond
ed to qM = 21.1 W/cm2 for saturated conditions, which is ap
proximately 30 percent larger than that obtained for a smooth 
surface of the same length (Mudawwar et al., 1987). In con
trast Grimley et al. (1987) had previously found a 50 percent 
increase in CHF when microfins were used with a 63.5-mm-
long heater. Hence, the effectiveness of the microfin surface is 
diminished by a reduction in the heater length. As shown in 
Fig. 3, in addition to increasing the value of CHF, subcooling 
reduced the temperature difference at the onset of CHF. The 
surface temperature was reduced from approximately 97 °C 
for the saturated condition to about 78°C for the subcooled 
conditions. As for the long heater (Grimley et al., 1987), sub
cooling delayed nucleation and inhibited bubble growth once 

nucleation had occurred. However, for the short heater, bub
ble growth was inhibited to a greater degree and CHF oc
curred without significant film separation. 

The fact that CHF occurred without significant film separa
tion suggests that a different CHF mechanism exists for highly 
subcooled films. Although the wall temperature exceeds the 
saturation temperature, the bulk of the film remains sub
cooled, thereby inhibiting the growth of bubbles produced at 
the wall and reducing the downstream void fraction. CHF 
could then occur when the heat flux is large enough to 
generate a thin vapor blanket at the wall, for which the at
tendant void fraction is not large enough to cause significant 
film separation. 

Figure 4 shows boiling curves obtained with the deflector 
and the liquid film at nearly saturated conditions and 11.8°C 
subcooling. For saturated conditions, CHF occurred at qM = 
32 W/cm2, which is a 50 percent increase relative to the value 
obtained without the deflector. This increase was similar to 
the 44 percent increase that occurred for the 63.5 mm heater 
(Grimley, 1987). Moreover, interaction of the film with the 
deflector was similar to that observed for the 63.5 mm heater. 
Initially, the film flowed over the heater without contacting 
the deflector. As the heat flux was increased, nucleation oc
curred and the film thickened, allowing the outer surface of 
the film to contact the deflector. At higher fluxes, bubbles 
vented between the louvers and an increasing fraction of the 
film flowed outside the deflector. The contact point moved 
upstream until it approached the top of the heater, and 
enough pressurization occurred to project a liquid stream 
away from the deflector. 

As shown in Fig. 4, CHF showed no improvement when 
subcooling was used in combination with the deflector. The 
boiling curve did change, however, and the temperature dif
ference at the onset of CHF was reduced. Subcooling delayed 
the onset of backflow over the deflector to q = 29 W/cm2, in 
contrast to 12 W/cm2 for saturated conditions. The fact that 
backflow was delayed to more than 90 percent of CHF in
dicates that, as in the absence of the deflector, CHF for the 
subcooled conditions was not accompanied by significant 
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Fig. 5 Comparison of boiling curves for different heater lengths with 
and without flow deflector (liquid film is at or near saturated conditions) 

separation. Because subcooling reduced film separation, the 
combination of the flow deflector and subcooling did not in
crease the value of CHF relative to that corresponding to use 
of the deflector with a saturated film. 

Figure 5 compares boiling curves for 12.7 and 63.5-mm-
long heaters with and without flow deflection. Although 
larger heat fluxes may be achieved with the short heater, the 
surface temperature at the onset of CHF is also considerably 
larger for the short heater. For applications with low surface 
temperature limits, flow deflection or subcooling may 
therefore be required to reduce the surface temperature. 

Conclusions 
This study has focused on boiling heat transfer from a ver

tically mounted, structured surface to a falling liquid film of 
FC-72. The primary objective was to study the cumulative ef
fect of a small heater length, microfins, liquid subcooling, and 
a louvered flow deflector on the critical heat flux. The primary 
conclusions are as follows: 

1 The 12.7-mm-long microfinned surface enhanced CHF 
relative to a smooth surface of equal length and a microfinned 
surface that was five times longer. 

2 Subcooling increased CHF and decreased the 
temperature difference at the onset of CHF. The effect of sub
cooling on CHF was less pronounced for the 12.7-mm-long 
heater than for a 62.5-mm-long heater. 

3 For subcooled conditions on the short heater, CHF oc
curred without significant film separation. 

4 Although the louvered flow deflector enhanced CHF for 
saturated conditions, no improvement was found when sub
cooling was used in combination with the deflector. 

5 CHF may be improved by a combination of reduced 
heater length, subcooling, and flow deflection, but the effects 
are not independent and superposition does not apply. For a 
12.7-mm-long heater and film velocities typical of passive or 
semi-passive electronic cooling systems, it appears that the 
combination of microfins, subcooling and a flow deflector 
cannot enhance CHF much above 30 W/cm2. 

In summary the concept of boiling in a falling film is attrac
tive for cooling electronic components by virtue of its suppres
sion of the hysteresis phenomenon and its compatibility with 
passive or semi-passive flow arrangements. Morever, signifi
cant enhancement may be achieved by using microfinned sur
faces in combination with liquid subcooling or a flow deflec
tor to achieve critical heat fluxes as large as 30 W/cm2 for 
FC-72 and a 12.7-mm-long heater. However, unless the film is 
supplied to relatively large extended surfaces to increase the 
heat transfer area, it is unlikely that existing or future augmen
tation schemes will render the concept suitable for dissipating 
the large fluxes (> 100 W/cm2) projected for VLSI devices. 
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